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Abstract: Public Safety Communications users expect near perfect network availability. Such availability was not one of the EPS design goals so it is important to verify whether the EPS can meet this expectation. This document provides an annex with a brief analysis of the resilience of the EPS and proposes that SA1 liaise to other working groups to gather their input, and, consider drafting some requirements. 
Discussion
For 3GPP to be successful in the Public Safety Communications (PSC) arena, it is important that the 3GPP networks can deliver a highly resilient system. e.g. a system that avoids Single Points of Failure and which can still deliver service to PSC users when a node fails. 
Typically, operators have a target for reliability (number of minutes per year of outage) that takes into account the value their customers place on a reliable network and the cost of providing additional network availability. However, PSC users may wish to purchase a higher reliability level than other customers.

While many aspects of resilience and reliability can be handled in an operational manner (e.g. connecting base stations in rings rather than in daisy chains) or by implementation (e.g. redundant boards within a node), some recovery mechanisms are enabled or prohibited by the architecture and/or capabilities of the 3GPP specifications (e.g. in a pre-release 5 system, the MSCs, SGSNs, BSCs and RNCs are all single points of failure; or, important volatile information is only being stored in one node).

The EPS (= Evolved Packet Core plus E-UTRAN) was designed to minimise obvious single points of failure (e.g. an eNodeB can connect to multiple MMEs and S-GWs, and, there is no equivalent of the RNC), but the need to provide Public Service Communications level resilience was not one of the design goals. In Release 11, CT 4 studied (TR 23.857) and enhanced (sections 26 and 27 of TS 23.007) the EPC’s restoration and resilience capabilities but the justification for the WID in CP-100473 was focussed on ordinary IMS users rather than PSC users. Hence it is important that 3GPP review the system and solve any identified issues.
Annex A to this tdoc provides a quick view of the current system’s resilience properties. It identifies a couple of areas where improvements to 3GPP specifications seem desirable, for example:

· EPC needs to be able to cope with the scenario where an MME has an ongoing failure, e.g. caused by fire or flood at the MME’s location, see clause A.4.
· Improvements in resilience and recovery procedures for the eMBMS subsystem, see clause A.8
The technical work to verify the set of issues, and to solve those issues, is a matter for other 3GPP Working Groups (e.g. CT 4 and RAN 3) but SA 1 should capture (or drive) the high level requirements on network resilience. 
Example SA 1 requirements:
a) if a node fails, it is acceptable that the first Mobile Terminating call to a UE can fail but it is required that a subsequent MT call shall succeed if it is initiated [30] seconds after the first call was initiated.

b) failures within the eMBMS subsystem shall not lead to greater than [60] seconds loss of Group Call service to the mobile.

Proposals
It is proposed that SA1 discuss this topic and:
a) send a liaison statement to CT 4 and RAN 3 to gather feedback on the current status of the 3GPP system regarding its resilience to node and link failures, and, the likely time taken to bring a PSC device back into service; and 

b) draft requirements (or identify an alternative mechanism) to guide the work of the other WGs.

***************************************************************************************************************************

Annex: A
A.1
eNodeB failure 
Provided the eNodeB stops transmitting, the mobile can use coverage provided by an adjacent eNodeB; move to another LTE frequency; move to another RAT; or use D2D mode.

Note:
2G and 3G BTS failure would be the same.

A.2
loss of connectivity from eNodeB to the network 
The eNodeB could stop transmitting, or the eNodeB could indicate that the cell is barred for all users. The mobile can use coverage provided by an adjacent eNodeB; move to another LTE frequency; move to another RAT; or use D2D mode

Note:
2G and 3G would be the same.

A.3
IP Sec GW on S1 interface failure
The use of SCTP’s multihoming functionality along with careful operation, seems to be able to permit the use of multiple IP Sec GWs.

Note: generally not applicable in 2G and 3G
A.4
MME failure

TR 23.857, and subsequent Release 11 CRs to 23.007 seem to address the case of an MME that has recovered from a failure that lost volatile data (e.g. S-TMSI; bearer contexts, etc). However TR 23.857 does not seem to conclude on a solution for an ongoing MME failure (e.g. caused by fire or flood at the MME’s location).

A.4.1
Mobile Originated RRC connection establishment 

The eNodeB can detect that the MME is not responding. The eNodeB could attempt to move the UE’s connection across to another MME in the pool, however, extreme care is needed to ensure that this does not then overload other MMEs in the pool area and hence cause a ‘domino effect’ in which all of the MME’s in the pool area fail.

For MO RRC connection establishment attempts, the eNodeB can identify PSC users if they are allocated Access Classes 11, …, 15. Assuming that they are a small percentage of the total users, then the network capacity could be dimensioned so that it is safe to attempt to move these mobiles onto a new MME. 
Movement to a new MME could be achieved by either:

a) routing the S1 connection request to an arbitrary MME which would then reject the Service Request or TAU with cause #9 “UE ID cannot be derived by the network”. This causes the mobile to perform an Attach procedure; reactivate the bearers; and perform a new registration to IMS (which takes a moderate amount of time and causes signalling load); or

b) within the eNB, locally generate the appropriate NAS message carrying cause #9 to provoke the behaviour in (a); or
c) (without instruction from the MME) the eNodeB generates an RRC release command with cause “load balancing TAU required”. This may require some additional functionality (and possibly signalling) but might result in a lighter weight and faster process than (a) or (b).

A.4.2
Ongoing RRC connections 

For ongoing RRC connections, PSC users can be identified by the priority level in the ARP (e.g. after handover). Failure of the MME does not mean that the user plane connection with the SGW/PGW will automatically get released. However, inter eNB handovers (path switch requests) will not succeed (e.g. overload of X2’s data capacity) and so, at inter eNB mobility, the mobile would need to be released with an RRC release command (possibly containing the cause “load balancing TAU required”).
Depending upon the next data that needs to be sent (MO and/or MT) the procedures in section A.4.1, above, and/or section A.4.3, below then apply.

A.4.3
Mobile Terminating Data in RRC Idle

When the mobile is in RRC Idle, Mobile Terminating data will arrive at the Serving GateWay and the SGW will request the (failed) MME to page the device. With the current standards, the MT data/call/session will fail to be delivered.
However, if the MME was modified to pass additional information to the SGW (e.g. S-TMSI and TAI list), the SGW could use another MME in the pool area to page the mobile and reconnect it. The intention would be that the reconnection of the UE could be completed before the retransmission(s) of the SIP Invite. 
A.5
Serving Gateway Failure

The solutions in Section 27 of Release 11 TS 23.007 (developed from TR 23.857) appear to provide sufficient resilience, although, in their current state, it seems that the first MT call to a user might fail.
A.6
PDN GW failure

The solutions in Section 27 of Release 11 TS 23.007 (developed from TR 23.857) appear to provide sufficient resilience, although, in their current state, it seems that the first MT call to a user might fail.

A.7
HSS
The User Data Convergence work in TS 23.335 release 9 permits multiple “Front Ends” to be used to access the user’s data. This mitigates against many traditional forms of HLR/HSS failure.
Resilience against software failure (c.f. leap second failure) in the “cloud” of servers that are behind the HSS Front End might or might not be required by PSC users: a pragmatic solution to this could involve terminals with some form of dual SIM. However, mobile to mobile IMS calls do involve an HSS interrogation and these calls might fail during an HSS outage.
A.8
Multicast nodes
Section 15 of TS 36.300 states that the eNB can only be connected to one Multi-cell/multicast Coordination Entity (MCE). The nature of the MCE is however left rather open: TS 36.300 indicates that it can be either located within the eNB or ‘centralised’. 
One consequence of locating the MCE within the eNB appears to be that the MBSFN synchronisation area would then be limited to that eNodeB and hence the efficiency of the Multicast transmission would be lower than with a larger MBSFN area.

With an MCE serving multiple eNBs, the MCE would appear to be a single point of failure.
The EPS MBMS architecture of section 4.2.2 of TS 23.246 appears to permit n:m connectivity, however, neither TS 23.246 nor TS 23.007 describe restoration and resilience procedures.
A.9
PCRF failure
For Further Study
A.10
IMS system/”TETRA application” failure

For Further Study
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