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* * * First Change * * * *
4.x Use Case Y: Asymmetric RAN Resource Allocation

4.x.1
Description

At full or nearly-full capacity, RAN resources are shared among two RAN Sharing Partners proportional to their interest in the venture.

4.x.2
Pre conditions

Network Sharing Partners have an asymmetric interest in the Joint Venture (JV), in which common RAN resources are shared among the two: Partner “Primary” (P) has 60% interest; Partner “Secondary” (S) has the remaining 40% interest.  Each of the partners owns and manages its own EPC infrastructure independently from each other.
Note that thus use case is also applicable when one entity is the Hosting RAN Provider and the others are Participating Operators
4.x.3
Service flows

As a one-time (or infrequent) operation, the shared RAN is given information about the 60/40 breakdown in the JV interest among the two partners, so that it can conduct or assist in resource management operations accordingly.

Resource management operations include:

· Bearer admission (allocation of a new bearer) decisions for either of the two partners;

· Uplink/downlink radio transmission (e.g., packet transmission scheduling).

The shared RAN routinely accounts for resource management operations for Partners P and S separately, i.e., when admitting a bearer for P, it logs it as such, and likewise for S.  Similar applies for scheduler and other operations.

Case L: Low traffic load

At times of low traffic load (below capacity of the (e)NB), new bearers are admitted on the basis of overall resource availability, i.e. JV interest is not taken into consideration.

Since traffic load is low, such scheduler decisions result in comfortably meeting QoS objectives for all bearers belonging to either of the two partners.

Case H: High traffic load

At times of high traffic load (approaching the capacity of the (e)NB), a new bearer is admitted by taking into consideration JV interest of each of the partners.  If admission of a new bearer belonging to Partner S would result in projected imbalance of RAN resource consumption in excess of the proportional interest (augmented by a margin of tolerance), the new bearer is not admitted.  Otherwise, the new bearer is admitted.  Similar applies for Partner P bearer admission.  Additionally, admission decision is governed by overall capacity constraints of (e)NB.

Radio resource scheduling takes into consideration the JV interest breakdown of partners P and S.  In principle, the scheduling is such that the average amount of resources committed to each of the partners P and S is proportional to their interest in the JV.

Since traffic load is high, due to ebbs and flows of traffic, mobility effects, etc., scheduler decisions may result in occasionally not meeting QoS objectives for one of more bearers.  The proportion among the Partners P and S in which such failure to meet QoS objectives occurs, is subject to mutual agreement among the two partners, and is communicated to the RAN as a one-time (or infrequent) operation.

4.x.4
Post conditions

Usage of radio resources is accounted for each partner.  Radio resource usage during the time RAN is at or near full capacity is proportional for each of the partners in accordance to their share of interest in the JV.  Partners P and S can negotiate details of the implementation of the RAN sharing partnership with some degree of flexibility, and can convey them to the RAN elements to carry out.  

4.x.5
Requirements for this use case

(1) It shall be possible to convey agreed RAN usage among 2 or more RAN sharing partners to the shared RAN elements.

(2) A shared RAN element shall conduct accounting of network resource usage at all times separately for each RAN sharing partner.

(3) A shared RAN element involved in user plane packet transmission scheduling shall be capable of differentiation among traffic associated with sharing partners, in accordance with the agreement between the sharing partners.

(4) A shared RAN element at or near capacity shall conduct bearer admission by taking into consideration shared interest of a partner to whom the bearer is assigned, such that the balance of RAN resource upon admission decision does not violate the proportion of agreed RAN usage of that partner, within the margin of tolerance.

(5) When a RAN element is at or near capacity, user plane packet transmission shall be such that the average amount of resources given to each RAN sharing partner is proportional to their share of interest, within a margin of tolerance.

(6) It shall be possible to apportion among the sharing partners the incidents when QoS objectives are not met, due to excessive traffic load.
Editor’s Note: the last requirement needs further elaboration.
* * * End of First Change * * * *
Comments, Explanation and Rationale

Requirement (1)

An “accounting-based” RAN sharing (call it “old model”) can be implemented without RAN Sharing Enhancements (RSE) FS features.  There is no need for this requirement in such a model.  Each RAN sharing partner can measure its share of the traffic independently.  Shared RAN elements handle the traffic without differentiation.  At the end of accounting period, each sharing partner computes percentage of traffic handled by the shared elements, which can be applied as an instrument in the sharing contract, if the contract is so provisioned.

However, in the “new model”, enabled by RSE, usage is apportioned among RAN sharing partners. In order to enforce such apportionment, RAN elements must be informed about it.

To summarize:  In the “old model” of RAN sharing, RAN need not know a priori the usage of RAN resources. Usage is accounted after the fact.  In the RSE model (“new model”), RAN must know a priori the share of resources, so that the share is not exceeded by the Participating Operators.  Requirement (1) is meant to capture this difference.  The standardization impact (as a minimum) is configuring relevant RAN elements (e.g. eNBs) with this information, presumably from the OAM system(s) in a way that is compatible between vendors (e.g. OAM system is built by vendor X, eNBs are built by vendor Y, Z, etc.).  There may be other standardization impact.
Requirement (2)

This requirement simply says that, regardless of the load, the RAN elements should do the accounting of resource usage by each partner at all times.

Requirement (3)

In the old model, transmission packet scheduling would not care through which of the two partner’s networks the packets are routed.  With RHE, this picture changes.  This requirement is intended to capture that.

Requirement (4)

Admission decisions made by the RAN elements are normally communicated to the CN.  If not admitted, a reason should be provided – e.g. “shared resource usage exceeded”, possibly augmented by some parametric measurements to back it up (see the next requirement). 

When RAN is at or near capacity, the RAN element making the admission decision should inform the requesting CN of excessive resource usage beyond its apportioned share.

Requirement (5)

While requirement (1) provides for means to indicate share percentages (e.g., 60/40), the objective of this requirement is to indicate the specific measure to be used - the average amount of transmission resources (throughput), stated in Req. (5).

Requirement (6)

Generalized approach to RAN sharing should allow for differentiation of performance between sharing partners.  As stated in the service flow, when load is high, due to ebbs and flows of traffic, mobility effects, etc., QoS objectives may not be met for every packet in all bearers.  Sharing partners can agree on how these occasional events are distributed among them.  The purpose of this requirement is to provide tools to carry out a variety of possible business agreements among sharing partners.
To illustrate this requirement, assume high traffic load on the downlink in an eNB.  Packets arrive from PLMN1 and PLMN2 and are stored in eNB buffer memory before their transmission is scheduled on the radio interface.  Due to radio capacity limitation, there is a backup (delay) in transmission of packets to the point that eNB buffer memory is nearly exhausted.  Let us assume the case when there are 2 candidate packets to be deleted, so as to avoid buffer overflow.  Each of these packets belong to bearers with otherwise same characteristics, but one belongs to PLMN1, the other to PLMN2.  The scheduler is facing the decision: which packet to delete.  It can do so randomly (thus in average impacting QoS of each PLMN equally), or it can have a biased approach, resulting in differentiation of QoS between the two PLMNs.  The intent of this requirement is to allow flexibility – either have no such QoS differentiation, or to have differentiation one way or another.  For example, PLMN1 offers “plain vanilla service” catering to general consumers, where service pricing is paramount; while PLMN2 caters to “Cadillac” (or “Lamborghini”) prime business users, where non-wavering QoS is paramount, and pricing of lesser concern.  PLMN1 agrees to lower QoS in exchange for financially more favourable RAN sharing contract between the two. 
