3GPP TSG-SA WG1 #58 
S1-121273
Seville, Spain, 7 - 11 May 2012
Title: UPCON Consideration on efficiency



Ag. Item: 9.7 FS_UPCON
Source: Ericsson, ST-Ericsson


Contact: Per Öberg (per.oberg@ericsson.com)


INTRODUCTION
For this discussion paper we define two types of congestion:

- End-user congestion;

From an end-user perspective, a congestion occurs when a service is not delivered to the expectation of the user, in the following denoted service congestion.

The expectation for a service delivery is dependent on which service that is used (requirements on bandwidth, delay…) but differs also between subscriber groups (a premium subscriber have higher expectations than a subscriber with the cheapest subscription)

- Resource congestion;

Resource congestion occurs when traffic offered cannot be carried due to resources being depleted e.g. a node receives more packets than it can transmit or buffer. Resource congestion may cause service congestion.

Taking preventive actions before or when resource congestion occurs could be means to prevent end-user congestion. 

We will discuss these conclusions and principles:

Resource congestion, at a predefined level, in a network means that the network is properly designed. 

The resource congestion should affect the end-user congestion as little as possible.

Congestion in RAN on cell level is very short, 90% is shorter then 1.2 sec.

Any regulator needs to have a very short response time in order to be efficient. A long response time might even make the situation worse.

Example of Cell level congestion

Cell level congestion is the form of resource congestion that in many cases constitutes the weakest link in a 3GPP system. The graphs below illustrate the distribution of cell level congestion durations and the distribution of the time between congestion situations on cell level. These events were collected from two RNCs during a 5 day measurement campaign in a typical live WCDMA network in a major European city, providing an example on the dynamics of resource congestion on cell level. 
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Figure 1. Cumulative Distribution Function (CDF) of WCDMA cell-level 
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Figure 2. Cumulative Distribution Function (CDF) of cell-level congestion separations (within individual cells). 
For this measurement congestion was defined as transmitted carrier power and uplink interference exceeding its respective threshold values (for some time). Notice that cell-congestion occurs as a result of quickly deteriorating radio conditions when the utilization of the resources in the cell is high.
Figure 1 indicates that cell congestion durations are short, 90% below 1.2 seconds. 
Figure 2 indicates that cell congestion separations are relatively short for WCDMA, 90% below 780 seconds.

From this we can conclude that cell congestion is a relatively frequently occurring phenomenon in a healthy network. The reason to this is of course that operators would like to have a high utilization of the system, however when radio conditions temporarily gets deteriorated in a cell then it may be pushed into a state of congestion.

We can also conclude that the duration of cell-level congestion is very short. This is natural because RAN internal mechanisms, e.g. Radio Link re-configurations for existing RABs, admission control for new one etc., will kick in immediately to alleviate the situation.
The disadvantage with a regulating function with a too slow response time

In order to prevent end-user congestion it is possible to either take preventive actions before resource congestion occurs (i.e. proactive) or after it has occurred (i.e. reactive). 

Reactive actions to congestion can either be deployed directly at the entity experiencing resource congestion or, alternatively, congestion information can be signaled to an external entity, e.g. client/server or an intermediate node, for further action. It is important to notice for all reactive solutions that, just as for any control system, the relation between the expected life time of the signaled information and the delay until a regulating action can take takes place is critical. In case those two parameters are ill proportioned there is a risk that the information will be stale by the time it reaches it destination with the risk for system instability as a consequence. 

Applied to solutions intended to mitigate cell-congestion this means that the delay of any signaled congestion information must match the fluctuations of the resources that constitutes the cell load well, otherwise the negative impact on performance will be significant. This is visualized in the Figure 3. 
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Figure 3. Example of system performance impact from reactive actions to cell-congestion from an external entity (in this example a binary signal is assumed for reasons of simplicity).

Note that for a reactive solution where the rate reducing algorithm suffers from a lag (i.e. load/congestion information is signaled to an external regulator), there is a risk that the negative impacts on system performance resulting from the attempt to mitigate resource congestion may actually lead to unnecessary service congestion - If rate adapting actions are too late then end-user payload will get policed/shaped based on congestion policies although there may in fact be sufficient resources available in the system. 

The other extreme for reactive solutions is to provide sufficient information to the entity controlling Radio Resource Management to enable that entity to adequately handle payload traffic even in congested situations. 
Discussion and conclusion

It is important to notice that although cell level congestion may occur frequently it does not necessarily imply service congestion. Actually, from Figure 2 in this discussion paper it can be understood that for 90% of the cases cell congestion occurs with an interval less than 780 seconds however the duration of the cell congestion is short (90-percentile below 1.2 seconds). Thus resource congestion is not an abnormal phenomenon, but in many cases it is a normal (however transient) state of operation that indicates a good utilization of the system.

It has also been explained that when reactive solutions are used to mitigate congestion they may have a negative impact on system performance in case the feedback-loop, i.e. the delay from congestion detection until a reactive action can take effect, is too long in comparison to the load fluctuations of the cell.  

SA1 should acknowledge the fact that congestion in the radio network can be a proof for good utilization of the radio network and proper dimensioning and not per see a proof that something in the network needs to be fixed.

Therefore SA1 should require from any UPCON solution proposal that

1. The negative effects on mean system throughput have to be minimal.

2. The maximum delay from the time when cell-congestion is first detected until the time when a rate adjusting action can be applied needs to be low enough to be effective.

3. Frequent provisioning of congestion information from the RAN to a higher level aggregating point may induce a significant increase of signaling into the system. This could potentially have a negative impact on overall system performance. Therefore the signaling overhead in the system needs to be minimized.

Proposal

It is proposed that the following text be added to TR 22.805.

*********************************** First Change ************************************

5.4
Considerations on aspects to avoid cell-level congestion 

Annex A describes a situation in a healthy network where congestions are of short durations which can be seen to be around 90 % of the cases. There are also other types of situations were congestion can last for several minutes or more which might account for around 10 % of the cases.

In Annex A it is explained that when reactive solutions are used to mitigate congestion they may have a negative impact on system performance in case the feedback-loop, i.e. the delay from congestion detection until a reactive action can take effect, is too long in comparison to the load fluctuations of the cell. In addition, frequent provisioning of congestion information from the RAN to a higher level aggregating point may induce a significant increase of signaling into the system. This could potentially have a negative impact on overall system performance. Therefore suitable solutions targeting user plane traffic congestion in the RAN needs to fulfill the following suggested requirements:

· The system should react in a timely manner to manage a congestion situation, i.e., that the measures taken can take effect to help resolve the congestion.

· The signaling overhead in the system shall be minimized.
*********************************** Second Change*********************************

6.1
General Requirements

User plane congestion may last for a few seconds, a few minutes, or a few hours due to the radio environment changing, the mobile user moving and other reasons. A short-time burst of user plane traffic should not be identified as RAN congestion. 

Requirement:

The solutions should be resilient to rapid changes in the level of congestion and the responses to it.
· The system should react in a timely manner to manage a congestion situation, i.e., that the measures taken can take effect to help resolve the congestion.

· The signaling overhead in the system shall be minimized.

*********************************** Third Change*********************************

Annex A:
Aspects on cell-level congestion in a healthy network
A.1 Forms of congestion

This annex describes the situation in a healthy network where congestions are of short durations which can be seen to be around 90 % of the cases. There are also other types of situations were congestion can last for several minutes or more which might account for around 10 % of the cases.

For this annex we define two forms of congestion:

- End-user congestion;

From an end-user perspective, a congestion occurs when a service is not delivered to the expectation of the user, in the following denoted service congestion.

The expectation for a service delivery is dependent on which service that is used (requirements on bandwidth, delay…) but differs also between subscriber groups (a premium subscriber have higher expectations than a subscriber with the cheapest subscription)

- Resource congestion;

Resource congestion occurs when traffic offered cannot be carried due to resources being depleted e.g. a node receives more packets than it can transmit or buffer. Resource congestion may cause service congestion.

Taking preventive actions before or when resource congestion occurs could be means to prevent end-user congestion. 

A.2 Example of Cell level congestion

Cell level congestion is the form of resource congestion that in many cases constitutes the weakest link in a 3GPP system. The graphs below illustrate the distribution of cell level congestion durations and the distribution of the time between congestion situations on cell level. These events were collected from two RNCs during a 5 day measurement campaign in a typical live WCDMA network in a major European city, providing an example on the dynamics of resource congestion on cell level. 
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Figure A.1: Cumulative Distribution Function (CDF) of WCDMA cell-level 
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Figure A.2: Cumulative Distribution Function (CDF) of cell-level congestion separations (within individual cells). 
For this measurement congestion was defined as transmitted carrier power and uplink interference exceeding its respective threshold values (for some time). Notice that cell-congestion occurs as a result of quickly deteriorating radio conditions when the utilization of the resources in the cell is high.
Figure A.1 indicates that cell congestion durations are short, 90% below 1.2 seconds. 
Figure A.2 indicates that cell congestion separations are relatively short for WCDMA, 90% below 780 seconds.

From this we can conclude that cell congestion is a relatively frequently occurring phenomenon in a healthy network. The reason to this is of course that operators would like to have a high utilization of the system, however when radio conditions temporarily gets deteriorated in a cell then it may be pushed into a state of congestion.

We can also conclude that the duration of cell-level congestion is very short. This is natural because RAN internal mechanisms, e.g. Radio Link re-configurations for existing RABs, admission control for new RABs etc., will kick in immediately to alleviate the situation.
A.3 The disadvantage with a regulating function with a too slow response time

In order to prevent end-user congestion it is possible to either take preventive actions before resource congestion occurs (i.e. proactive) or after it has occurred (i.e. reactive). 

Reactive actions to congestion can either be deployed directly at the entity experiencing resource congestion or, alternatively, congestion information can be signaled to an external entity, e.g. client/server or an intermediate node, for further action. It is important to notice for all reactive solutions that, just as for any control system, the relation between the expected life time of the signaled information and the delay until a regulating action can take takes place is critical. In case those two parameters are ill proportioned there is a risk that the information will be stale by the time it reaches it destination with the risk for system instability as a consequence. 

Applied to solutions intended to mitigate cell-congestion this means that the delay of any signaled congestion information must match the fluctuations of the resources that constitutes the cell load well, otherwise the negative impact on performance will be significant. This is visualized in the Figure A.3. 
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Figure A.3: Example of system performance impact from reactive actions to cell-congestion from an external entity (in this example a binary signal is assumed for reasons of simplicity).

Note that for a reactive solution where the rate reducing algorithm suffers from a lag (i.e. load/congestion information is signaled to an external regulator), there is a risk that the negative impacts on system performance resulting from the attempt to mitigate resource congestion may actually lead to unnecessary service congestion; If rate adapting actions are too late then end-user payload will get policed/shaped based on congestion policies although there may in fact be sufficient resources available in the system. 

The other extreme for reactive solutions is to provide sufficient information to the entity controlling Radio Resource Management to enable that entity to adequately handle payload traffic even in congested situations.
*******************************End of Change ******************************
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