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* * * Start of 1st Change * * *  
[bookmark: _Toc273724024]3.1	Definitions
For the purposes of this TS the following definitions apply:
Access independence: the ability for the subscribers to access their IP Multimedia services over any access network capable of providing IP-connectivity, e.g. via:
	3GPP accesses (e.g. E-UTRAN, UTRAN, GERAN)
	Non 3GPP accesses with specified interworking (e.g. WLAN with 3GPP interworking, DOCSIS®, WiMAX™ and cdma2000® access)
	Other non 3GPP accesses that are not within the current scope of 3GPP (e.g. xDSL, PSTN, satellite, WLAN without 3GPP interworking) 
Conference: An IP multimedia session with two or more participants. Each conference has a “conference focus”. A conference can be uniquely identified by a user. Examples for a conference could be a Telepresence conference  or a multimedia game, in which the conference focus is located in a game server.
Telepresence - An interactive audio-visual communications experience between remote locations, where the users enjoy a strong sense of realism and presence between all participants by optimizing a variety of attributes such as audio and video quality, eye contact, body language, spatial audio, coordinated environments and natural image size

Conference Focus: The conference focus is an entity which has abilities to host conferences including their creation, maintenance, and manipulation of the media. A conference focus implements the conference policy (e.g. rules for talk burst control, assign priorities and participant’s rights).
IM CN subsystem: (IP Multimedia CN subsystem) comprises of all CN elements for the provision of IP multimedia applications over IP multimedia sessions 
IMS Inter UE Transfer: Transfer at the IMS-level of all or some of the media components of an IMS session between UEs under the control of the same end-user while maintaining service continuity.
IP multimedia application: an application that handles one or more media types simultaneously such as speech, audio, video and data (e.g. chat text, shared whiteboard) in a synchronised way from the user’s point of view. A multimedia application may involve multiple media streams of the same or different types, multiple parties, multiple connections, and the addition or deletion of resources within a single IP multimedia session. A user may invoke concurrent IP multimedia applications in an IP multimedia session.
IP multimedia service: an IP multimedia service is the user experience provided by one or more IP multimedia applications. 
IP multimedia session: an IP multimedia session is a set of multimedia senders and receivers and the data streams flowing from senders to receivers. IP multimedia sessions are supported by the IP multimedia CN Subsystem and are enabled by IP connectivity bearers (e.g. GPRS as a bearer). A user may invoke concurrent IP multimedia sessions.

* * * Start of 2nd Change * * *  
[bookmark: _Toc273724032]7.3	Capability negotiation
The IMS shall provide the capability for IP multimedia applications (whether it is an application of a user or the network) to negotiate their capabilities to identify and select the available media components, QoS etc. of IP multimedia sessions. It shall be possible for the capability negotiation to take place on invocation, acceptance and during an IP multimedia session (e.g. following a change in UE capabilities, change in media types etc.). Capability negotiation may be initiated by the user, operator or an application on behalf of them.
In order to support the user's preferences for IP multimedia applications, the capability negotiation shall take into account the information in the user profile whenever applicable. This includes the capability to route the IP multimedia session to a specific UE, when multiple UEs share the same IMS service subscription.
The IMS shall provide the capability for IP multimedia applications to exchange sufficient information about negotiated media components so that a sending system, receiving system, or intermediate system can make reasonable decisions about transmitting, selecting, and rendering media streams e.g. decide which video stream is to be displayed on the left screen or which audio stream is to be rendered on the left loudspeaker in case multiple streams of the same media type are exchanged.

* * * Start of 3rd Change * * *  
7.10	Handling of conferences
[bookmark: _Toc280882843]7.10.1	General
Conferences allow users participating in the conference to communicate with all other participants simultaneously. A conference has a "conference focus", that controls the conference. 
Note that a user, participating in the conference, depending on the conference policy may be allowed to communicate with the focus (e.g. to request invitation of another user into the conference).
[bookmark: _Toc280882844]7.10.2	User requirements
The following minimum user requirements for conferences exist:
-	A user shall be able to request the creation of a conference. 
-	A user shall be able to request to join an existing conference.
-	A user participating in the conference shall be able to request modification of the conference (e.g. add/remove media, manipulation of data streams, add/remove participants) depending on the conference policy.
-	A user participating in the conference shall be able to request termination of the conference, depending on the conference policy.
-	A user participating in the conference shall be able to indicate which sources it wants to receive (e.g. it might want the source for the left camera, or might want the source chosen by a Voice Activity Detection system).
-	A user participating in the conference shall be able to receive information from the conference focus (e.g. participants in conference, participants joining or leaving the conference)
-	It shall be possible for a user to transfer the invited participants to other focus aware conference user(s) prior to leaving the conference if the user has invited participants to the conference.


* * * Start of 4th Change * * *  
[bookmark: _Toc280882871]Annex A (informative):
Example IP multimedia application scenarios
13) 	Mobile synchronized MM container 
Person(s): The married couple Bill and Christine and their daughter Linda 
Situation: Bill is on a business travel to Spain. He calls his wife Christine every night using his MMM terminal. Often Christine is answering at home using her Screenphone, but this particular evening Christine has arranged a baby-sitter for their children so she could go to a restaurant with some friend. When Bill is calling, she is sitting on the commuter train on her way home. Bill often show some pictures during his calls (both live pictures showing the environment where he is at the moment and pictures that he has been taking during the day with his separate digital camera). 
Today, their talk starts off as a common voice conversation. After a while Bill likes to show Christine the lovely sunset view that he can see from his hotel room, so he make some snapshots with the built-in camera of his terminal and sends them in real-time mode to Christine. Christine likes to show one of them to their little daughter Linda when she comes home. 
Solution: With a quick gesture on the touchscreen of Christine’s MMM terminal, she instantly moves the selected picture from the real-time session window to the “multimedia container” icon. All the contents of the “container” is automatically mirrored between the MMM terminal and her home server. In this way, Christine can easily pick up the picture from her Screenphone at home. If Linda is at sleep when Christine comes home, she can wait until tomorrow. 
Benefit(s): The “multimedia container” can be used for every type of MM content that one likes to have available both at home and at another location. This “container paradigm” is very intuitive and stimulates the use of images, video clips etc. for a multitude of purposes. The “container” can be used both for transferring content from the MMM terminal to the home server (as in this scenario) and in the opposite direction

14)    	Telepresence conference 
Person(s): A project team at an IT company: Steven, Marc, John, Bill, Ted, Steve and Liu

Situation: The project team has one of their weekly reporting meetings using a Telepresence conference. Steven, John and Marc are in a meeting room in San Francisco. Steve and Liu are in another room in Paris. Ted is in the street and temporarily joins the conference using his mobile phone. Bill is at home and uses a PC to join the conference. Both meeting rooms are equipped with multiple cameras and large display monitors. Three cameras and screens are arranged to provide a panoramic view of the room, each of which capturing images from one region of the room. An additional camera tracks the current speaker and another is used for document sharing. These two cameras have different formats, aspect ratios, and frame rates from the other cameras.  Each room also includes auxiliary screens to display documents and other video streams. All participants but Ted and Bill feel as if they were in the same room. They can, however, see Ted and Bill on an auxiliary screen when they are speaking.
Solution:  The conference system in the two meeting rooms exchange, via the conference bridge, information about the aspect ratios and field of view of their cameras and about the role and position of all audio and video streams so as to be able to decide how and where to render them (e.g. which video stream to be displayed on which screen). They also exchange information about audio streams so that audio streams generated at one site are mapped at the remote site in the same way as the video. Ted and Bill’s devices also send similar – but simpler- information to the conference bridge. Ted’s mobile phone requests the conference bridge that the output of the camera tracking the current speaker be the only video stream sent to it.  Bill’s PC requests the conference bridge to compose into a single image the 3 video streams representing conference participants in one room.
Benefit(s): The team enjoys an interactive audio-visual communications experience between remote locations. Users in the meeting rooms enjoy a strong sense of realism and presence between all participants by optimizing a variety of attributes such as audio and video quality, eye contact, body language, spatial audio, coordinated environments and natural image size. Ted and Bills although not sitting a Telepresence room can participate and receive meaningful images.
* * * End of Change * * *  

