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Introduction

This document an additional use case for TR 22.988.

Proposal
For approval.

* * * First Change * * * *

4.2
Use case 2
 Smart Bridges and Tunnels

4.2.1
Short Description

The State of California would like to install up to 150,000 sensors on the Golden Gate Bridge to monitor structural elements by measuring displacement, temperature, humidity, and magnetic or ultrasonic resonance. These measures are used to detect structural deficiencies in the bridge that require attention, perhaps immediate attention. Each sensor takes measurements on a periodic basis, “wakes up,” and transmits a short burst of data of less than a few hundred bytes to the state’s central system where it is analyzed. On occasion, the state’s system will contact a sensor by sending it an SMS, to which the machine sends a response. Most often, this is a result of the system needing more information based on the report of another sensor nearby. The sensors use an IP data connection.

Due to the expense and time required to install wire-based connections and the advancements in battery technology, the state wants to use wireless network. To avoid having to buy, install, and run its own radio network, the state decides to use a service provided by a mobile network operator. To preserve the limited supply of MSISDNs in the area, one provider, suggests using a SIP capability and has offered to create a domain specifically for the Golden Gate Bridge, goldengate.bridge.ca.net, allowing the state to assign its own names to the sensors. Messages are generated by the state’s system and sent directly to the SIP URI assigned to a sensor when it was configured via a web service gateway offered by the carrier. The carrier then translates the SIP URI is translated by the carrier into the IP address assigned to the sensor when it first powered up and registered with the network. The sensors are pre-configured to send scheduled reports to a web service provided by the state via the carrier’s messaging gateway. All messages are encrypted in transit.

4.2.2
Actors

· The State of California

· Their wireless network operator

4.2.3
Pre-Conditions

· The carrier’s network can support SIP or IMS, and is able to map a SIP URI to an IMSI or IMPI in its HLR or HSS node. The carrier can support SIP URIs with a domain name of Acme.

· The carrier has a messaging gateway, maybe not much more than a web service

· The radio modules are capable of establishing an IP connection in response to a page over the paging channel

4.2.4
Post-Conditions

· Sensors transmit data and trouble reports according to the schedule

· The state’s network receives and processes the reports

· The carrier’s network supports the traffic load

· Sensors are reachable via their SIP URI and the carrier’s message gateway

4.2.5
Normal Flow

In the course of normal operations, there are three main events for a given sensor:

1. When it first powers up and registers with the network

2. When it generates and sends a report to the network

3. When the state’s network sends a message to the sensor

Each of these events is comprised of a sequence of smaller steps.

Registration:

1. The sensor powers up

2. The radio module registers through the GSM network in the normal way

3. The radio module registers with the SIP server on the carrier’s network. This sets up the mapping between the SIP URI in the HSS and the newly assigned IP address

Remote-originated messages:

4. The sensor “wakes up” on schedule and establishes a SIP session with the SIP server

5. The sensor generates a report as a short message then transmits that to the SIP server as a message payload. If the message is more than 1500 bytes, then two messages are sent.

6. The SIP server acknowledges receipt of the message

7. The sensor terminates the SIP session

8. The sensor goes back to “sleep”

Remote-terminated messages:

9. The state’s network generates a message addressed to a specific SIP URI

10. The state sends the message to the carrier’s message gateway

11. The carrier’s HSS contains the mapping of SIP URI to IMSI or IMPI, and to the currently assigned IP address

12. The carrier pages the sensor over the paging channel using the IMSI or IMPI

13. The sensor responds by establishing a SIP session with the SIP server

14. The carrier delivers the message to the sensor as a message payload

15. The sensor responds

16. The sensor terminates the SIP session

17. The sensor goes back to “sleep”

4.2.6
Alternative Flows

The messaging interface also allows the sensor to send trouble reports that go directly into the state’s trouble ticketing system. These messages are generated by on-board logic in the sensor and sent to a different web service. The steps required to do this are the same as for remote-originated messages described above.

4.2.7
Exceptions

Due to the standard nature of the communications, the main exceptions occur when a message cannot be delivered for some reason. The most common reason, based on early experience, is that the web service the state uses occasionally goes down. This is a result of the way the state’s services are configured and not related to SIP or the carrier’s network. When this happens, the web services on the carrier’s network queue the messages and deliver them in the order they were received when the state’s services come back online. The carrier has implemented Web Services messaging and security practices.

