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1 Introduction
An important assumption of the work on SIPTO for macro network is that it shall work with legacy (pre-release 10) UEs. This makes possible the fast deployment of this feature. This paper discusses some of the impacts of that assumption. 

2 Technical limitations with legacy UEs
In the rest of the paper the issues are discussed for E-UTRAN access using PDN connections and PDN GWs. However the high level discussion of this paper is also valid for UTRAN access using PDP contexts and GGSNs. 

A very high level picture of the SIPTO for macro network scenario is depicted in Figure 1, assuming that the UE has both SIPTO and normal traffic. The traffic of the UE can reach external IP networks at two points: via the PDN GW and via an LBO point. This requires using two different IP addresses/prefixes: one for SIPTO traffic and one for normally routed traffic going via the PDN GW. The technical solution for macro SIPTO should solve the basic problem that legacy UEs can only support a single IPv4 address and/or a single IPv6 prefix for each PDN connections. 
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Figure 1: SIPTO for macro network scenario
The discussion of the possible architectures has already been started in SA2 and some alternatives have been included in the SA2 feasibility study. In SA2 two basic solution concepts have been discussed:
· Single PDN connection based solution 

· Multiple PDN connection based solution using a separate PDN connection for SIPTO traffic

Figure 2 depicts the high level concept of the single PDN connection based architecture. The main idea is that there is a special function, Traffic Offload Function (TOF), between the UE and the PDN GW that selects the packets to be offloaded of a PDN connection. As in EPC a single PDN connection can have a single IPv4 address and/or IPv6 prefix, a special NAT function is used for the offloaded traffic. This NAT function assures to have a separate IP address/prefix for the SIPTO traffic of the UE.
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Figure 2: Single PDN connection architecture concept

In the concept of using multiple PDN connections there is a separate PDN connection for the traffic to be offloaded. For SIPTO traffic a PDN GW is selected based on the location of the UE. If the UE would like to have offloaded and normal service in the meantime then it needs to use at least two PDN connections. The solution architecture is depicted in Figure 3.
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Figure 3: Multiple PDN connections architecture concept

The single PDN connection concept looks very attractive as it can be totally transparent to the UE. However the problems of this solution are coming from this transparency. If mobility for SIPTO traffic is not fully supported, the TOF instance can change during the lifetime of a PDN connection. In this case all application level sessions that are part of the SIPTO traffic are broken. As the solution is transparent to the UE, the applications in the UE may not recognize the break of the sessions for a long time that can lead to a very bad user experience. If full mobility for SIPTO is supported then the TOF becomes an anchor point, which requires more complex architecture solution, and it may lead to a non-optimal routing. Moreover the use of NAT in current IPv4 networks is quite common and most of the applications could work over NAT, but in case IPv6 it is expected that no NAT is needed, therefore this type of solution may not work properly in future IPv6 networks.
The big limitation of using a dedicated PDN connection for SIPTO traffic is that it requires UE to support multiple PDN connections to access Operator’s services and use optimal routing with SIPTO in the meantime. The support of multiple PDN connections is an optional feature for legacy UEs. Especially laptops with LTE interfaces, which are expected to generate a large part of the data traffic, could have this limitation.
3 Conclusions
The support of legacy (pre-release 10) UE is an important requirement to enable the timely deployment of the macro SIPTO solution. On the other hand this requirement introduces limitations in the possible solutions. Therefore SA1 should carefully consider any additional requirements (e.g., mobility requirements) as they can lead complex technical solution. The more complex the end result is, the more likely it is to delay the standardization work of SIPTO for macro networks.

If the industry is interested in a solution that satisfies more sophisticated requirements then it is worth considering continuing the work with the approach where any later enhancements are introduced in an evolutionary manner adding to the base solution that would support pre-Rel-10 UEs. 
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