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1 Introduction
Future 3GPP releases and more specifically R8 and the Evolved Packet System (EPS) [1] must be justified by value added for the customers especially in terms of service enrichment and quality of service enhancement.
For fixed voice services, VoIP has opened the door to enhanced wideband voice services that are gaining strong momentum. Wide band voice means that voice is sampled and coded over a frequency bandwidth twice larger than Narrow band voice in existing PSTN or mobile networks. It represents a major quality of service improvement for the customer with more natural sound, greatly improved sensation of presence, better intelligibility and listening comfort. Next steps towards super wide band to full band voice are foreseen. Wide band voice deployment in mobile network is expected soon.

The EPS is an evolution of the 3G UMTS for which the performance objectives include higher user data rates, lower latency, improved system capacity and coverage, packet-optimized system that supports multiple radio access technologies, reduced network complexity and lower operating costs [1]. Such objectives at the system level are aimed at delivering enhanced quality of experience to the user in variety of situations (multi-access system environments, mobility, inter-working between a variety of access networks…) and for large categories of services. To reach these objectives at the network level, the EPS architecture has been defined. It consists mainly of the combination of a new radio access network (LTE), making possible to reach higher bit rate (target peak data rate: 100 Mbit/s for downlink and 50 Mbit/s for uplink), and new architecture of the core network (the Evolved Packet Core) offering the possibility to interface with the new radio access E-UTRAN and with different non-3GPP IP-networks such as WiMAX, WLAN, fixed/cordless, 3GPP2. A user can hence access to IP services of a 3GPP operator through non-3GPP access networks. Mobility between all these heterogeneous access networks is also supported.

Codecs are important elements in the communication chain that have a considerable contribution to the global quality of experience. The new architectures considered in framework of the evolved 3GPP system can impacts strongly the desired performances on these codecs. Evolved Packet System (EPS) must hence be considered as an opportunity to make another major future step in terms of voice and audio quality improvement for conversational services over 3GPP systems. Therefore, a study item on enhanced voice service requirements for EPS has been opened during the TSG SA1#37 meeting in order to define the new scenarios in the environment of EPS and their impacts on codec(s) [2].

This document aims at a first analysis of use case scenarios to derive enhanced voice service requirements and related high level technical impacts on codecs. Teleconferencing scenario with participants over heterogeneous networks and with different terminals has been selected as one of the most representative and demanding use case that should allow covering most of the new services and related codec technical requirements to be considered.
2 Use case: high quality teleconferencing
2.1 Motivation for the selected use case 

Among the different use cases related to voice services, the high quality teleconferencing use case, described more in details in 2.2, is proposed as one of the most relevant scenario to be considered for this study item for the following reasons:
· It is one of the most demanding for enhanced quality of service and high voice quality because of longer duration of conference calls. Especially, it requires to render sound environment with highest possible fidelity and to discriminate as much as possible between different voices with best possible voice rendering accuracy and high intelligibility.
· It requires interoperability and flexibility since teleconferencing service may interconnect different users connected from different access networks and devices.
· It puts strong technical requirements for implementation not only in devices but in network equipments as well: devices like Multipoint Control Units (MCU) have to support audio/voice processing functions to perform mixing of different streams and decoding- re-encoding operations.
As a consequence, the service and technical requirements defined for this use case should cover main needs and requirements for any future EPS's services and selected codec.
2.2 Use case description

The use case describes the scenario of a multipoint teleconferencing session with N participants over EPS. 

The participants are connected over heterogeneous access networks that include LTE and non-3GPP access networks, like WiMAX, WLAN, WiFi, PSTN …, with different QoS (bit rate, delay, packet loss, and jitter). They are also supposed to be in a situation of mobility between different access networks. They are participating using different types of terminals and in different environments (home, office, car, train…). Such terminals have different capabilities in terms of:

· Supported codecs: new terminals support the EPS's codec but old terminals can still participate in the conference even with only 3GPP pre-EPS codec.
· Sound-reproduction environment which includes:

· the ability to render extended bandwidth speech (narrow band, wideband, super wideband or full band)

· the ability to render mono or multi-channel signals (stereo, 5.1, …)
The following examples are some possibilities illustrating the diversity of the participation environment conditions (Figure 1): 
· User A with PC terminal connected to WLAN using 5.1 sound reproduction system
· User B with a laptop terminal working outside and connected to its home network WiFi

· User C with a 3G/EPS hand held terminal in car with a stereo sound reproduction and connected through the LTE access network. This participant is supposed to continue seamlessly the participation in the conference call when arriving to his office but using WiFi or WLAN connection. 
· User D with 2G or 3G terminal in train connected through GSM/GPRS/EDGE or UMTS using an earphone and with noisy background.
Two possible topologies are considered for this multipoint teleconference:

· Centralized architecture using a Multipoint Control Unit (MCU) where all voice streams are received and sent to each corresponding terminal after processing operation. Such operation consists in decoding-mixing-re-encoding to obtain new bitstream or simple concatenation in one IP packet. Other advanced signal processing operations could be implemented in the MCU to enhance the communication quality of experience like speech enhancement or spatialization of the participants' voices to allow better discrimination between speakers and better intelligibility users speaking at the same time.
· Distributed architecture where each terminal receives all the voice streams from the other participants. In that case, each terminal should decode N-1 bitstreams before mixing and rendering. Advanced functionalities like speakers spatialization can also be implemented at the terminal level.
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Figure 1: Illustration of centralized teleconferencing architecture with heterogeneous access networks.
Comment. This use case could probably be achieved without EPS (except for the non-3GPP accesses).
Answer FT: 
Yes, this use case is not specifically related to EPS but probably not with the same overall service performance and features. However, such a scenario illustrates very clearly the different new requirements/functionalities that EPS will support. An example is the possibility for different participants to be connected over different accesses networks. Also, the continuity of the voice conference call during mobility of a participant between different accesses networks is also one of the requirements of EPS. 
So, the point must be considered rather in the following way: even if the use case described here could have been achieved with earlier 3GPP releases, other priority features were considered. We just propose to include this now as an important priority item for the new Releases and EPS constitutes a good opportunity to provide such new conferencing service with enhanced audio performance and justify such evolution from the customer point of view.

Also, and as it was explained, the choice of this use case is mainly due to its completeness about the requirements it implies on codecs. Other use cases can imply the same requirements.
2.3 Other use cases

As mentioned in 2.1, focus has been made on teleconferencing use case considering that this is one of the most demanding use case regarding audio service requirements and related technical requirement on codecs and other audio components. As a result, the requirements derived from this use case will cover main needs and requirements for any future EPS's services and selected codec.

Other use cases and requirements for enhanced speech codecs in EPS are related to all other possible multimedia conversational applications that would benefits from the enhanced audio quality and related technical codec requirements like enhanced telephony services (including high quality multimedia ring back tones that would benefit from enhanced SWB music quality), interactive e-learning or any other applications mixing audio/speech content streaming and interactive conversational services …

3 Related service requirements

The following service requirements can be derived from the use case described in section 2
3.1 Extended audio bandwidth at least to superwideband (50 Hz – 14 kHz) with full band (20 Hz – 20 kHz) desirable
To enhance the voice quality, extending speech bandwidth is strongly desirable since it increases the listening comfort and the sensation of presence in communications. Such advantage becomes very important for long communications which is generally the case of audio conferencing. It is consequently proposed that voice service bandwidth extends at least to "super wideband" (SWB, 50 Hz – 14 kHz) with "full band" voice (FB, 20 Hz – 20 kHz) desirable for very high quality conferencing service. 
Can any references or studies showing that super-WB or full-band do in fact offer any improved user experience be provided?
Answer FT:

Codec development and standardization activities have strongly increased at ITU-T with main purpose to extend bandwidth and quality of existing conversational codecs. We cannot imagine that future 3GPP systems cannot benefit from these expected enhanced codec performances.

Subjective tests mixing NB and WB have shown that the gap between WB and NB qualities is between 0.5 and 1 MOS which represents indeed a major quality difference from the user experience point of view. Although quality improvement by further extending the bandwidth to Super wideband (SWB) is expected to be lower, there is a clear consensus that there is still room for further quality enhancement with SWB even Full Band.
Indeed, there were several tests that have proven the improvement of quality brought by a SWB codec compared to a WB codec. As an example, we can mention the subjective tests reported in the 3GPP TR 26.936 which compares the quality of the G 722.1.C, a SWB codec, to AAC-LD, AMR WB+ and enhanced AAC+, other SWB codecs, and to the original mixed speech and music signals filtered by WB filter (Low pass filter with cut frequency at 7 kHz) for the bit rates 28, 32 and 48 kbits/s. The results of these subjective tests show clearly the superiority of the SWB in terms of quality. For more details please see the document "ITS-T Standardization of G.722-1.C, part2 (S4-050260).doc" inside the "TR26.936 Annex B2 Additional Documents.zip". The whole zip of the TR 26.936 is included in this e-mail. 
Many standardization works are currently ongoing or planned on Super wideband extensions to G.729.1, G.722, G.711WB and on full band conversational coding with G.722.1C. Super wideband is one of the most important features of new G.EV VBR scalable codec on which 13 companies are collaborating including Qualcomm that participates very actively. Qualcomm has even contributed to propose to use G.EV-VBR extension layers (so including SWB layer) over EVRC WB. Results of formal ITU-T subjective are not yet available to fully characterize the expected improvements for conversational applications. However, high codec standardization activity in this area shows clearly that organizations, based on their internal studies, expect clear quality improvement. This is the case for France Telecom, although we cannot disclose publicly our internal study results. Note that marketing aspects related to very high voice quality have to be considered as well. 

Qualcomm:
Standards activity should not be confused with need or guaranteed improvement.  SWB codecs can be designed and standardized without ever proving they provide perceptble quality improvements to end users.
G.EV-VBR is a wideband codec, not super-wideband.  The enhancement layers improve the performance of the core speech-specific codecs when the input is music or mixed general audio.  They do not extend bandwidth beyond 7kHz.
Effect of bandwidth extension on perceived quality is even more important for better rendering of environmental noise and music as required in 3.2.
3.2 High voice quality maintained on other types of signal like background noises, multiple talkers and music

The sound environment is very important for conference call applications and must be rendered with highest possible quality. This requires high quality coding of various types of signals like:
· Background noises like office noise (PC, paper), babble noise …
· Multiple talkers speaking at the same time at different levels.
· Music: music on hold is used in conference services. High quality conferencing requires high quality music on hold as well as high quality multimedia ring back tones if such features is supported.
Can any references or studies showing that the transmitting, rather than suppressing, the sound environment (i.e., background noise) improves the user experience be provided?  The benefit of this is not at all obvious, and it may be detrimental to the user experience.
Answer FT: Again, detailed results of our internal studies cannot be disclosed publicly at this stage but as far as high quality conferencing service is concerned the audio general service requirement is clearly to have a high fidelity rendering as close as possible as what you would hear if you were in the same room.: so all components of the sound environment must be coded and rendered with the highest possible fidelity. Situation is of course very different for other services and especially "basic" telephony including calls received from mobile users in vehicles and for which noise reduction is preferable.

3.3 Support of mono or multi-channel signals (stereo, 5.1 …)

Using stereo or multi-channel signals strongly contributes to the enhancement of the communication quality perceived by the users. It is particularly important to provide a high fidelity rendering of remote sound environment and music.
What is the usage scenario for multi-channel signals in conversational services?  Can they provide references or studies showing improved user experience? If the issue is spatial rendering, how will a spatial scenario be imposed in a multi-point conference with geographically dispersed users?  
Answer FT: 
The answer is very much the same as for 3.2: the audio general service requirement (from business/marketing point of view) is clearly to have a high fidelity rendering as close as possible as what you would hear if you were in the same room: so all components of the sound environment must be coded and rendered with the highest possible fidelity and spatial rendering is very important for this and there is different way to achieve this in MCUs that we could further discuss. There are no reasons to see any detrimental point related to this.
Spatial rendering in that scenario means that at the terminal each of the voices of the distant participants will be localized in a specific position in space. For example, let's take a teleconference with 3 participants A, B and C. At the terminal A, B and C voices' streams will be received, decoded and before rendering spatialized at the positions (azimuth = 60°, elevation=0) and (azimuth = -60°, elevation=0) respectively. In such a case, the user A will hear user B, respectively user C, in the left side, respectively the right side, of his head.

Concerning the utility of spatial rendering for the improvement of user experience; several studies have proved this improvement compared to the monophonic sound. In [Bladis 01], there is a comparative study between different audio conference systems with four participants based on memorization, intelligibility, comprehension and focalization criteria. The authors come to several interesting results highlighting the enhancement brought by spatialisation. For example, it has been found that our brain analyses more accurately the speech when the sound information is coupled with its corresponding spatial information. Such a fact makes the short term memorization more efficient. The talkers recognition and identification is also better is the case of spatialized sound. The comprehension is also higher for spatilized solutions. 89.5% of the test's participants consider that spatialized sound provides an added value. 

This paper is enclosed to the e-mail.

Reference:
[Bladis 01] J. J. Bladis, "Effects of Spatial Audio on Memory, Comprehension, and Preference during Desktop Conferences", 2001.
For music on hold, an alternate music codec on a different stream could just as easily (and more appropriately) be used.  Like in section 3.2, it is not obvious to us that faithfully reproducing the remote sound environment provides any beneficial user experience, and may be detrimental.
Answer FT: 
I think here that using another codec just for the music on hold will be a heavy solution. Generally, we intend to limit the number of codecs implemented in the terminal for CPU cost and licensing issues reasons. Paying another licence for a new codec just to transmit music on hold would not be realistic for handset manufacturers. 
In conclusion, the use of multiple codec, reduction of network and device costs (even in a middle/long term perspective) clearly requires reducing the number of codecs to be supported.
Qualcomm:
Today’s terminals already have both speech and music codecs.  It’s our view that no particularly stringent requirements are imposed by suggesting that the terminal will also have dedicated music codecs.  It is self-contradicory to suggest that the terminal does not need dedicated music codecs, but needs a speech codec that can manage multi-channel, general audio with spatial rendering.  We believe having two codecs appropriately designed for the task at hand is in fact the more cost effective, highest quality solution, rather than a single heavy-weight swiss-army-knife codec.
3.4 Best possible quality of service delivered to each participant with different terminals types and over different access networks types 
The architecture of the EPS [1] offers the possibility to connect over heterogeneous IP networks from different access networks (3GPP access systems, non 3GPP access systems like WiMAX, WLAN, WiFi, PSTN…). In case of user mobility over heterogeneous access networks, EPS requires also a seamless mobility with service continuity and an optimal quality of experience (QoE) [1]. In the considered scenario, each participant can hence have an access over different networks with different QoS (bit rate, delay, packet loss, and jitter) and it is supposed also that he can be in a situation of mobility.
The EPS considers the end-user at different situations using different types of terminals. So the diversity of terminals capabilities should be also considered.
The best possible voice quality must consequently be provided over a wide range of access bandwidth with significant improvement compared to what currently exists:
· Maintain highest possible quality at low bit rates and with a coded bandwidth as broad as possible for improved efficiency over mobile access network (case of fall back mechanisms when overloaded cells or bad transmission conditions).
· Support capability to operate at high bit rates to provide maximum quality (close to transparency) with full bandwidth to maximize the quality for access with less bit rate constraints (some WiFi access…).
There seems no obvious benefit to different end-user QoE. Differences across participants in a multipoint conference can be very distracting and annoying.  Worse yet, it could potentially create a distinction of “have” and “have not” classes of users.
Answer FT: 
Difference of end user QoE is not the objective but something we have to cope with because all users will not use the service in the same conditions and constraints (same terminal, same access network). The objective is to provide to all users the best possible QoE taking into account all these different conditions. The codec should be then designed in a way to enable the reaching of this objective.
3.5 Backward service interoperability with existing 3GPP networks and devices
Conference call may interconnect subscribers of enhanced quality services equipped with new enhanced devices and users with "old/legacy" terminals. As for 3.4, the best possible quality must be delivered to all participants: subscribers of enhanced service must experience the enhancement while being able to communicate with all other users. It is important to remind that cost efficiency is one important objective of 3G EPS. As a consequence, transcoding based solutions for ensuring service interoperability must be avoided as much as possible. Transcodings generate additional network costs (transcoding gateways), degrade voice quality and increase latency.
If transcoding can not be avoided, voice conversational quality degradation must be as limited as possible.
The possibility of transcoder-free operation is heavily dependent on topology.  In a centralized topology, transcoding is guaranteed when interconnecting new and legacy terminals.  This is suggested in the next section (3.6):  “…the centralized multipoint communication topology…implies the introduction of decoding, mixing, and encoding operations at the MCU….”  In a distributed topology, client negotiation can select codecs in a pair-wise fashion to avoid transcoding without any special requirements on a new codec.
Answer FT: 
I agree with you that in the case of centralized topology we need some transcoding. However, if there is no backward compatibility between codecs when interconnecting new and legacy terminals, the initial and the recipient coding formats will be very different. In that case the degradation of quality will be more important than the case where there is some backward compatibility between the coding formats. I believe also that the CPU cost of the transcoding operation will be lower if backward compatibility is respected (possibility to use some "intelligent" transcoding methods).
In the case of distributed topology, the solution you suggested supposes that each terminal supports the whole list of codecs used by the other terminals. In the worst case where all the terminals have different codecs, that means that each terminal have to support N codecs, where N is the number of participants. Another time, implementation cost and licensing issues could be raised against this solution.
Qualcomm:
In the centralized topology, backward compatibility does not relieve the need for transcoding in the proposed usage scenario because mixing must be performed at the MCU.  We are not aware of any “intelligent” transcoding methods (e.g., methods that do not fully decode and re-encode the signal).  Similarly, we are not aware of any smart mixing techniques that accomplish mixing in the parameter domain instead of the PCM domain.  If you are aware of these techniques, please provide references.
We are also not convinced that a new, backward compatible codec will be any less costly or efficient than simply supporting the codecs for which backward compatibility is desired.  We are not aware of any existing codecs or techniques that achieve backward compatibility without simply designing a super-set codec that contains the legacy codecs as alternate modes of operation.  Implementing N modes as a single codec will only be marginally more efficient than implementing N codecs.
3.6 High conversational interactivity

Quality of conversational service is degraded by excessive end to end latency in the communication. Such latency is the result of delays introduced by all the components of the communication chain (encoding in terminal, transmission in network buffering and decoding at decoder side…). In the case of audio conferencing, the centralized multipoint communication topology considered in the proposed scenario implies the introduction of decoding, mixing and encoding operations at the MCU (Multipoint Control Unit) level that introduce additional latency. In order to preserve high conversational interactivity particularly important for conference calls, technical requirements must be set taking into account the delay reduction objective.
Again, topology is critical here.  As noted above, the two topologies have different delay/capacity tradeoffs.
Answer FT: 
Yes, I agree with you. The topology is critical and should have some effect on our requirements. Future services must be able to be implemented with the best possible efficiency in all topology cases. There are clearly use cases where the backward interoperability feature is essential. 

I haven't really understood what do you mean by "delay/capacity tradeoffs", would you like please explain?
Qualcomm:

For an N-way conference, the distributed topology requires N-1 two-way one-hop streams per terminal whereas the centralized architecture requires just 1 two-way stream per terminal, but it is two hops from terminal-to-terminal.  Thus, the distributed topology will have lower delay but capacity is adversely affected by the need for N*(N-1) streams.  By comparison, the centralized topology will likely have larger delay (2 hops between terminals) but can accommodate more users owing to the need for only N streams.  Thus, the choice of topology impacts design of the network.
3.7 Cost efficiency of the service implementation in terminals and networks
Complexity is a key issue for terminals since it has a direct "business" influence on terminal prices. For teleconferencing service complexity is even more important both for MCUs in networks and for terminals for the following reasons:
· In case of centralized multipoint conferencing architecture, reduced complexity of the encoder and the decoder is still required since the MCU performs N decoding, mixing and encoding operations. A low complexity of those operations will reduce the cost of such network devices.

· In the distributed audio conferencing architecture, each terminal receives all the encoded bitstreams from the other participants. It has hence to perform N-1 decoding processes, where N is the participants' number, mixing the resulting signals before rendering. This has to be added to the encoding process complexity.
3.8 Enhanced communication quality including speaker localisation, immersion and other advanced functionalities
The possibility of space localization of the speakers is one other key feature for audio conferencing: it makes the communication environment more natural and allows better discrimination between speakers and better intelligibility of users speaking at the same time. Speech enhancement to reduce the background noise might also be used in case of noisy communication. Such possibilities of further enhancements should be allowed by the system.
Is there some proof of concept or usage scenario for space localization?  How does this help with geographically dispersed users?  
Answer FT: 
Please see the explanations given in the sub-section 3.3 about the quality enhancements... There are several existing systems of spatialized audio teleconferencing notably developed inside France Telecom and that are commercially deployed.
4 High level technical and codecs requirements derived from service requirements
· According to 3.1, the EPS's codec bandwidth shall at least extend to "super wideband" (SWB, 50 Hz – 14 kHz) with "full band" voice (FB, 20 Hz – 20 kHz) highly desirable. In order to provide interoperability with existing systems (4.5) it shall in addition provide NB and WB capabilities and support bitstream interoperability with existing codecs.
· Centralized architecture using an MCU: decoding-mixing-re-encoding to obtain new bitstream – does not require bitstream interoperability.
Answer FT: 
As explained in my response in section 3.5, the point here is more about quality. Indeed, no bitstream interoperability means that we have to decode, mix and re-encode to another bitstream format. This operation is quite similar to a transcoding operation and should generate some quality degradation. With bitstream interoperability, we are sure to have the same encoding format and most probably to have less quality degradation than the previous case. Also, in this case there is more possibilities to design some "intelligent" method for doing the whole operation "decoding-mixing-encoding" with lower CPU cost and quality degradation.
Qualcomm:

Isn’t this over-design?  We know of know “intelligent” methods for mixing in the parameter domain for modern (e.g., CELP based) codecs).
· each terminal receives all the voice streams from the other participants; does bitstream interoperability help here?
Answer FT: 
Yes, the bitstream interoperability will help so much here. Indeed, with one decoder implemented in the terminal all the the received streams can be decoded. If there is no interoperability, there will a need to implement in the terminal all the decoders corresponding to each one of the received bitstreams!
Qualcomm:

But implementing all the decoders is most likely how bitstream interoperability will be achieved, even if they are all given the same name.  We believe the savings will be marginal.  Let’s not forget the cost for terminal and infrastructure vendors to implement a new “super-set” codec versus re-using their existing implementations of legacy codecs. 
· According to 3.2, the EPS's codec shall maintain the same level of audio quality over a wide range of signals including, different types of noises, speech + background noises, multiple talkers and music.
· According to 3.3, the EPS's codec should support multiple channels including stereo transmission (two channels). Solutions for 3D rendering would be desirable.
· According to 3.4, the codec shall cover a wide range of bit rates and related quality range with improved quality/bit rate efficiency for all of these bit rates with respect to existing codecs. Low bit rates should be as low as current lowest bit rates of existing codecs with improved quality at these bit rates for fall back usage over circuit-switched mobile radio access (case of overloaded cell or bad transmission conditions). High bit rates should allow maximizing the quality to almost transparency at full bandwidth and over all types of signals for usage over broadband access (WiFi …):
· Maintain highest possible quality at low bit rates and with the wider possible coded bandwidth.
· Why do we require the low bitrates to be as low as current lowest bitrates? The quality at the lowest modes of AMR and AMR-WB are not good. It will be good if the EPS codec can deliver good quality at these low bitrates, however this should not be a requirement. 
Answer FT: 
I think the point here is to improve the quality for the existing low bit rates compared to AMR and AMR-WB. So, we are inline here. The need for keeping low bitrates is justified by the fact that users in an EPS environment can still access over CS where the radio access network has limited capacity.
Qualcomm:

But if backward compatability is achieved, either in a super-set codec or with multiple codecs, CS calls can use legacy codecs/modes.  There doesn’t seem to be any need for the new codec to support these low bit rates for an entirely new bitstream.
· How do you achieve improved quality when compared to existing codecs and achieve backward compatibility at the same time?
Answer FT: 
I believe that this is not a problem. You can deliver a bitstream that can be decoded with a "legacy" old decoder (with no or limited quality improvement) but that when decoded with a new decoder provide clearly enhanced quality. You can add a post-processing tool or other tools over the existing codec… This is the case for instance for G.729.1 and interoperability with "legacy" G.729. Other example is the case of MPEG-1 Layer I and II where there is backward compatibility between Layer II and I: MPEG-1 Layer II encoder provides higher quality while MPEG-1 Layer II decoder can still decode an MPEG-1 Layer I bitstreams.
· Provide capability to operate at high bit rates to maximize quality (close to transparency) over full bandwidth.
In order to provide highest flexibility to better adapt to various network constraints and service needs, fine bit rate granularity with embedded scalability would be desirable.
Why is embedded scalability is useful? What is the use case? How does having embedded scalability enable the UE to adapt to various network constraints and service needs in a conversational service?
Answer FT: 
Let us consider here the teleconferencing use case with distributed topology. If the participants have different accesses networks with different QoS, especially bandwidth, the scalability will be very useful. Indeed, in case of 3 participants where B has limited bandwidth and C broadband access, the user A will send a bitstream with two layers (base layer and enhancement layer). User C will receive the whole bitstream with the highest quality and B will receive only the base layer with the medium quality. If scalabilty isn't used, both user B and C will receive the medium quality bitestream which penalizes user C since he has paid for a broadband access! 
· According to 3.4
· The codec shall be robust to IP packet losses and include efficient packet loss concealment mechanisms. 
· Ability to handle jitter?
Answer FT: Yes, this is needed. Please contribute. 
· The codec shall be robust to all other types of transmission errors (like bit errors) occurring in the LTE radio access networks (E-UTRA and E-UTRAN) as well as in the other radio access networks supported by EPS including non-3GPP access (e.g. WLAN, WiMAX…).
· According to 3.6 the EPS's codec shall minimize the delay in order to limit as much as possible the codec contribution to the overall end to end latency especially when a tandem of two codecs is used as in the case of teleconferencing with centralized multipoint communication architecture (codec(s) algorithmic delays are then accumulated) which can impact negatively the communication's interactivity. A low delay codec would be highly desirable.
· According to 3.5 and 3.7
· In order to limit service implementation costs, number of codecs to be supported in terminals must be reduced and transcoding must be avoided in network as much as possible. Therefore, the capability to interoperate with existing 3GPP codecs (preferably AMR-WB) is needed.
· What is the meaning of interoperate with existing 3GPP codecs? Is signalling interworking sufficient? 
Answer FT: This means that an existing 3GPP codec can still decode a bitstream produced by the EPS codec
· Why only existing 3GPP codecs? More use cases needed.
Answer FT: This point can be discussed. But widening the list of codecs with which the EPS codec shall be backward compatible will make the technical solution quite difficult. Since we are working inside 3GPP it is normal to choose 3GPP codecs.
Qualcomm:

The use case states that “participants are connected over heterogeneous access networks that include LTE and non-3GPP access networks, like WiMAX, WLAN, WiFi, PSTN.”  Why limit backward compatibility to only 3GPP codecs?  All of the justifications given for backward compatibility (cost, efficiency) apply equally to connection with terminals on these other networks.
· When transcoding can't be avoided, the quality degradation and additional latency due to decoding/encoding operation must be as limited as possible: the codec shall have a low delay and high quality performance in tandem configurations.

· In order to allow optimum implementation efficiency in terminal or network devices (e.g. MCU) and to cover the wide range of bit rates (and related coded bandwidth) with the best possible flexibility, scalability would be a very desirable feature. This feature would allow adapting and adjusting dynamically the encoded bitstream according to the desirable voice bandwidth, the capability of the terminal (in terms of the supported multi-channel rendering system) and the access and/or core network available bit rate. This answers as well to 3.1, 3.3 and 3.4 system requirements 
· How does scalability address this? Why not have a codec with different modes to provide each of the features. E.g., mode 0 would be NB, Mode 1 would be WB, Mode 2 would be WB-Stereo etc?  Do we need to take into consideration that a scalable codec will have quality degradations when compared to a non-scalable codec? Why should a scalable codec be chosen if these quality degradations are substantial?
Answer FT: 
There exist already scalable codecs in the state of the art allowing such functionalities. The drawback of codec with different modes is that when you have to transmit a bitstream to different recipients you have to produce several ones: one in NB, another in WB, etc. Such solution is not efficient both at the terminal and the network.
Qualcomm:
We’re not clear on what you mean by “state of the art.”  We are aware of no scalable codec that is equal in quality to a non-scalable codec at the same bit-rate.  The impact to quality is unavoidable.  Either you sacrifice quality by using a scalable codec instead of a non-scalable one, or you pay for it by transcoding at the MCU (e.g.,, terminal A sends WB stream to MCU, which forwards it to terminal B, and transcodes to NB for terminal C).  
· According to 3.6, 3.7 and 3.8

· In order to allow optimum implementation efficiency in terminal or network devices (e.g. MCU), the encoder, decoder and the bitstream structures should be flexible enough and well designed to allow cost efficient methods be used to implement some classical signal processing (e.g. mixing, spatialization, speech enhancement…) operations enhancing the communication's quality.
5 Proposal

A draft of the technical report to be developed for this study item is proposed TR.22.XXX-V1.0.0 "Study of Use Cases and Requirements for Enhanced Voice Codecs for the Evolved Packet System (EPS)". This document is attached to this contribution.
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