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1. Introduction

Contribution S1-030114/S2-030107 identified the high-level objectives of the proposals for R6 Service Based Local Policy. These objectives were generalised so as not to assume a particular implementation. In summary they were:

· Decoupling Service Based authorisation and policing from PDP Contexts, to be based on individual IP flows instead.

· Support charging correlation with IP flow based charging capabilities also being developed in Release 6.

· Support authorisation of the end-to-end QoS independently from the access QoS

Contribution S1-030115/S2-030108 identified five possibilities for meeting the first of the above objectives. This contribution discusses the reletive merits of these five possibilities.

2. Discussion

IP-flow-A) Metering and packet discard

In this case, meters are used in the GGSN to detect packets which exceed the authorised QoS for the IP flow. Packets which exceed the authorised QoS are discarded.

This option was included in the original Release 5 version of 23.207 (06/01).

Analysis:

During previous discussions, concern has been expressed about the possibility of packets being deliberately dropped after they have been carried over the air interface.

Contribution S2-023286 to SA2#28 identified that packet dropping was the correct action for real-time media, and indeed is what would happen at the UE if the flow was carried on a dedicated PDP Context. Since applications are expected to be able to operate over a dedicated PDP Context, they must be designed to accept this.

As an optimisation, mechanisms could be designed to drop packets at the UE instead, but this would be an optimisation rather than an essential feature.

Further concerns relating to identification of the Token Bucket Size were also addressed at SA2#28 by noting that at a minimum the Token Bucket Size can be set to 1500, which is the maximum value of the maximum SDU size of a PDP Context. Again, applications must be designed to operate through a token bucket meter with this bucket size, since this is what applies for a dedicated PDP Context.

This mechanism meets the objective for policing based on IP flows identified above for conversational and streaming media.

IP-flow-B) Metering and packet downgrade

As (A), but ‘out of profile’ packets are downgraded to a lower QoS.

This option was included in the original Release 5 version of 23.207 (06/01).

Analysis:

Contribution S2-03286 at SA2#28 identified that this action was appropriate for Interactive PDP Contexts (rather than dropping packets).

The considerations related to Token Bucket size noted above also apply here.

As above, we can compare with the case where a dedicated PDP Context is used. In this case the user will experience QoS degredation if their application exceeds the authorised QoS, so the behaviour proposed here for shared PDP Contexts is consistent.

This mechanism meets the objective for policing based on IP flows identified above for Interactive media.

IP-flow-C) Metering and charging information capture

Again, metering is used to identify ‘out of profile’ packets, but these packets are then carried as normal. The volume of ‘out of profile’ data is captured in the charging information so that a higher rate (e.g. standard GPRS data rate) can be applied.

This option was not considered in Release 5, as per IP flow charging was not available.

Analysis:

This option would allow the objective of IP-flow based SBLP to be met without the need for packet dropping or re-marking as proposed in IP-flow-A and IP-flow-B. This assumes that the work on IP flow based charging will support collection of charging information for a flow which is dynamically identified by the application layer.

Therefore, this option should be included in the work, either instead of, or in addition to IP-flow-A and IP-flow-B.

An element to be considered here is that, as noted above, real-time applications will expect packets which exceed the authorised bit-rate to be discarded, since this is what will happen with a dedicated PDP Context. By contrast, with this option and a shared PDP Context, these packets are carried, incurring additional charges, potentially at higher rates. This may be at odds with application (and user) expectation.

In general, (for both real-time and interactive applications) on a dedicated PDP Context, the user will experience QoS degredation if their application exceeds the authorised QoS. However, on a shared PDP Context, with this option, the user will incur additional charges, rather than a QoS degredation.

IP-flow-D) Overall volume policing (Conversational and Streaming bearers)

No metering is used, but the information about the authorised QoS and the lifetime of the flow is used to calculate the total authorised data volume. This total could be charged at the service-based rate and any excess is charged at a standard rate.

This option was not considered in Release 5, as per IP flow charging was not available.

Analysis:

In this case there is no control over the instantaneous usage of resources – an application using a sharded PDP Context can ‘steal’ bandwidth from other applications if they are not themselves sending. This cannot be done consistently, though, since the total data volume is limited. An application which did attempt to ‘steal’ bandwidth in this way would later have to reduce its send rate to compensate for the additional data sent, or simply be charged for the additional data at the higher rate.

This assumes that the work on IP flow based charging will support collection of charging information for a flow which is dynamically identified through SBLP.

This option is certainly a possibility as soon as IP flow-based charging is introduced with no additional SBLP functions. It should therefore be considered as part of the IP flow based charging work.

It must therefore be determined whether this level of policing, operating on the overall flow, rather than instantaneously, is sufficient for operator requirements.

IP-flow-E) Limitation of IP flows within a PDP Context

This involves requiring a separate PDP Context for each IP flow for which independent policy is required. The policy is then applied to the PDP Context according to Release 5.

Analysis:

The objective of this activity, as discussed in S1-030107/S2-030114, is in part to decouple Service Based Local Policy from PDP Contexts and allow IP flows to be controlled independently. This was based on arguments around access independence, Quality of Experience and UE/network capability for supporting large numbers of simultaneous PDP Contexts.

This option would not support that objective.

However, the other objectives related to charging flexibility could be achieved through this option. This option implies a requirement for a mechanism to force the UE to establish separate PDP Contexts when the network requires separate policing. Such a mechanism could be application-specific (as defined for IMS) or a new application-independent mechanism could be defined.

However, any application-independent mechanism would not be backwards compatible with Release 5 UEs.

As such, this is an application-specific solution which does not meet the objectives identified.

2.1 Possibilities for charging correlation

This should be considered first within the IP flow charging Work Item, and so is not considered in detail here. However, the basic issue is whether the GPRS Charging Identified used for correlation in Release 5 can be reused here – can a single Charging Identified identify the charging information for all the flows in a PDP Context, or are separate Charging Identifiers needed for each IP flow ?

2.2 Possibilities for end-to-end QoS authorisation

QoS-A) Authorisation of maximum Diffserv class

SBLP could place an upper limit on the Diffserv class for the Core Network. This would allow traffic with the same GPRS QoS (in terms of Traffic Class and THP only) to be differentiated on the core network (and subsequent Diffserv-aware networks).

Analysis:

This is a relatively simple addition to the existing SBLP mechanism. It would allow differentiation in terms of end-to-end QoS for flows which have the same Traffic Class/THP on the access and so supports the requirement for authorisation of the end-to-end QoS independently of the access QoS.

QoS-B) Improvement of access QoS authorisation

Presently, authorisation of the access QoS by SBLP is limited to Traffic Class, THP and bitrate. GGSN implementations are free to derive the end-to-end Diffserv Class from other PDP Context parameters as well, but these are not subject to SBLP authorisation (and so are just chosen by the UE, subject to SGSN subscription checks).

Subjecting additional parameters to SBLP authorisation would have the knock-on effect of subjecting the end-to-end QoS derived from these parameters to SBLP authorisation as well.

Analysis:

In Release 5, it was intended that the Go interface would express its authorisation requests/responses in IP layer terms. Hence, rather than a specific Traffic Class/THP, the PDF returns an abstract ‘QoS Class’. It is not immediately obvious how this might be extended to authorise other PDP Context QoS parameters.

QoS-C) Authorisation of explicit end-to-end resource reservations

UEs may explicitly reserve end-to-end QoS resources using RSVP (or in future NSIS). Ths GGSN should authorise these reservations based on the authorisation information received from SBLP. Presently that authorisation information consist only of Maximum (access) QoS class and Maximum bandwidth. This information could be extended to provide finer control of the authorisation.

Analysis:

Applications supporting RSVP are not common at the present time, and RSVP may soon be superceeded by NSIS. Therefore requirements for extending the information provided for authorisation of RSVP/NSIS signalling at the GGSN should be left for further study.

3. Conclusion

Contribution S1-030114/S2-030107 identified high level requirements for Service Based Local Policy based on IP flows. Contribution S1-030115/S2-030108 identified some possible options for implementing these requirements.

Assuming the high-level requirements are agreed, the analysis above suggests that the following actions/decisions should be taken with respect to these options:

1. A decision is required on whether IP flow-based SBLP should be implemented using real-time metering and packet policing (IP-flow-A/B) and/or metering/charging (IP-flow-C) or neither.

We propose that both approaches have merits and that either or both may be applicable according to operator requirements. Both should be progressed in Release 6.

2. Study of the requirements for ‘overall volume pricing’ (IP-flow-D) should be passed to the WI on charging enhancements

3. Study of the requirements for correlation of IP-flow level charging information with session level information should be progressed in conjunction with the WI on charging enhancements

4. Separate authorisation of the Diffserv class for an end-to-end IP flow should be included in the Service Based Local Policy enhancements for Release 6 (QoS-A).

5. SBLP authorisation of PDP Context parameters other than Traffic Class/THP and bit-rate is not a priority requirement (QoS-B)

6. Enhancement to SBLP authorisation of explicit end-to-end QoS signalling (RSVP), is not a priority requirement (QoS-C)

































































































