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1.
Introduction

This contribution discusses the Access Management to enable copy and snapshot relation ship between GUP components. The access management definition is needed to enable the GUP synchronization and consistency requirements for GUP components.

2.
Discussion
Since GUP components are distributed and a master-slave concept exists, a GUP data consistency mechanism is required. 

The master component is responsible for correct content and to keep its copies consistent in case of changes. Therefore the Master Component shall keep track of all existing copies and their state of validity.

Any time the master component is inquired, the inquiring application shall indicate the requirements for data consistency:

· Request a copy, requires data consistency and synchronisation in case of changes.

· Request a snapshot, requires no data consistency and no synchronisation.

Data consistency may require synchronization when the master component is changed.

When the master component is changed, it will try to synchronize all existing copies. In case an update of a copy fails, for example due to connection problems, it shall be marked as invalid and synchronization shall be retried periodically.

Change a copy component should only be possible via changing the master component

If an application uses a GUP data copy component and tries to update a GUP master component, the master shall, after checking the ‘access rights’, check if the used copy component is still valid. Changes based on an invalid copy component shall be rejected.

As it can be assumed that at this time synchronization of the affected copy is possible the application can refresh its application data from the copy and do the intended changes based on the actual data.

The following figures shall give an idea of this concept:
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1. The application wants to change Component B.

It loads the data from the Copy GUP Component and does the intended changes. Please keep in mind that this does NOT have any effect on the Copy GUP Component.
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2. The application changes the Master GUP Component.

The Master GUP Component checks the ‘Access Rights’ and the validity of the Copy GUP Component. 

If ‘Access Rights’ are granted and the Copy GUP Component is valid, the Master GUP Component is changed.

If ‘Access Rights’ are not granted, or the Copy GUP Component is invalid, the change is rejected. The application is informed about the cause.
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3a. Synchronization of Copy GUP Component.

After successful change of Master GUP Component, all Copy GUP Components are synchronized. 

3b.If changing was rejected due to the Copy GUP Component being marked invalid it shall be synchronized now. 

3.
Proposal

We propose add an additional chapter in clause 6 of TS 22.240

6.x 
Data Consistency Requirements

Since GUP components are distributed and a masterslave concept exists, a GUP data consistency mechanism is required. The master component is responsible for correct content and to keep its copies consistent in case of changes. While master and copies will be synchronized, no synchronization for snapshots is requested.

Any time the master component is inquired, the inquiring application shall indicate the requirements for data consistency:
· Request a copy, requires data consistency and synchronisation in case of changes.

· Request a snapshot, requires no data consistency and no synchronisation.

Data consistency may require synchronization when the master component is changed.

When the master component is changed, all existing copied components will be synchronized to stay consistent. The master shall be aware of updated copies, and in case of unsuccessful update of a copy, mark it in the master data as invalid. 
If an application uses a GUP data copy element and tries to update a GUP master component, the master shall check if the used data are still valid.
Change a copy component should only be possible via changing the master component
