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Abstract

This document contains some comments to S1-020763.

Comments

· Page 2: 

· It is true that different options exist to develop Automated speech services. However, this does not mean that for each of these options there are issues that should slow down the specification of these services within 3GPP.

· Page 3:

· We would like to introduce a different structure for the space. This is also discussed in S1-020768.
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· As discussed in S1-020768: we define the DSR framework as a framework to distribute the audio sub-system and the speech services by sending encoded speech between the client and the server. Instead of using a voice channel as in today’s server-based speech services, an error-protected data channel will be used to transport encoded speech from the client audio sub-system (terminal client) to remote speech engines (on server) for processing (e.g. speech recognition, speaker recognition,). Using DSR codecs optimized for speech recognition can involve extracting the acoustic features. Others could be considered. But the framework is not limited to DSR optimized codecs. The additional use of appropriate uplink DSR codecs optimized for speech recognition overcomes the problems identified above. The DSR framework will also enable downlink data streaming of voice and recorded audio prompt generated by server to the terminal client audio subsystem. In S1-020767, we propose to specify how to deploy services through reusing and particularizing the IMS protocol stack. The services can be deployed with or without a DSR optimized codecs. So I would propose that the the main distinction is rather; “is there a DSR protocol stack with control and meta info exchanges and possibly a DSR optimized codec; or is it a “conventional voice channel”.

· Page 4:

· The proposed multi-modal work item does not overlap with the W3C multi-modal activity. It complements it. We will indeed have to make sure that the two activities evolve in a coordinated and compatible manner; but W3C MMI will focus on authoring and programming model and 3GPP should focus on the enablement of multi-modal and multi-device browsing by the wireless infrastructure (terminals (interfaces and user agents), network (gateways/protocols, ..) and server-side services). It is also to be noted that the approach proposed in S1-026769 is also pushed at W3C, WAP and ETSI. Coordination and compatibility is implicit. 

· IETF only addresses SRCP: speech engine remote control protocols. There are no blocking dependencies on this work: only a limited amount of multi-modal configurations depend on SRCP technology (fat client configuration with remote speech engine – See S1-020769-Presentation).  Again coordination is important but SA-1 could also decide to develop simple protocols intermediates if needed.

· Page 5:

· We want to emphasize the difference of definition as discussed in our comments above to page 3. 

· We do agree that DSR optimized codecs may not always be needed and we agree that the optimization criteria depend on the function performed by the speech engine as well as the underlying algorithm. However, we do not see issues with this. 1) DSR optimized codecs in general allows to mitigate the effects of encoding and network errors (see S1-020767) 2) the proposed DSR framework has as basic requirement to support codc negotiation to enable the use of other DSR optimized codecs that the candidate for default (ETSI ES 201 108) or conventional codec (AMR etc..)

· Page 6:

· Agreed and S1-020774 has been provided to that effect and should address some of the concerns.

· Page 7:

· We agree on the recommendation to start a Multi-modal WI. S1-02769 illustrates a possible stage-1 initial draft. We do not believe that we should delay this activity. We also agree that Multi-modal services should be addressed by the SES study.

· We believe that the DSR framework (with or without DSR optimized codecs does provide such a study). Multi-modal services should cover the other cases and more.




























