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Foreword

This Technical Specification has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:
Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.
1 Introduction

This specification defines the requirements for the support of the Multimodal and Multidevice applications by 3GPP. 
Online access to information is fast becoming a must-have. Along with this trend comes a new usage model for information access, particularly in mobile environments. Information appliances in cars such as navigation systems are standard in high-end cars already and this will penetrate lower-end vehicles soon. Data access using mobile phones, though limited and currently estimated to take three years to be widespread, has significant momentum that makes it certain to become widespread. In this new computing paradigm, a person will expect to have access to information and interactions in a seamless manner in many environments, be it in the office, at home, in the car, often on several different devices. These new access methods have compelling advantages, such as mobile accessibility, low cost, ease of use, and mass-market penetration.  They also have their limitations - in particular, it is hard to enter and access data using small devices, speech recognition can introduce mistakes that can sometimes be repeating and therefore blocking the transaction; one interaction mode does not suit all circumstances, and so on.

For example, a recent study of task-performance using wireless phones, such as reading world headlines and checking local weather concluded that currently, these services are often poorly designed, have insufficient task analysis, and abuse existing non-mobile design guidelines. The full report from the field study can be downloaded at [6]. The basic conclusion of this study is that wireless access usability fails miserably; accomplishing even the simplest of tasks takes much too long to provide any user satisfaction. It is thus essential for the widespread acceptance of this computing paradigm to provide an efficient and usable interface on the different device platforms that people be expected to use to access and interact with information.
Indeed, today, mobile users are familiar with the following pain points being experienced:
· Hard to enter and access data using small devices (GUI limitation for mobile devices)
· tiny keypads difficult to use to enter long input

· however, the displays, even if limited, are great to browser lists and images


· Speech Recognition still makes mistakes 

· which  can be blocking if repeated
· Limitation of speech and voice solutions that may appear unreliable.
· Voice is serial (Limitation of speech and voice solutions.)
· It is difficult to manage long output
· However, speech is great for complex input.
· One interaction mode does not suit all circumstances

· each mode has its pros and cons

While the mobile internet access starts gaining acceptance (e.g. WAP), the foreseen evolution does not immediately address such user experience challenges:

· Devices are getting smaller, not larger

· Devices and applications are becoming more complex

· Adding color, animation, camera, etc. does not simplify or contribute to e- business

· CRMs (Customer Relation Management)  / IVRs ( Interactive Voice Responses) are mostly not yet web-centric.
· Etc…
Additional motivations for multimodal and multidevice services can be found in [8, 9].

We can expect and already observe a trend towards a new frontier of interactive services: multimodal and multidevice services.  
Indeed, today, the ability to access information while on the move and the pain incurred to enter data using small portable mobile devices needs some immediate relief. Wireless browsers and voice user interface all have advantages and disadvantages. 

With the provision of multimodal access, multidevice capabilities, and synchronized content and services, users are able to choose freely the right  mode and  appropriate device for a given task and situation and therefore they can freely take advantage of the modality or device that is the best suited for a particular interaction in a particular situation. This is the main value proposition of multimodal and multidevice services. 
Multimodal and Multidevice services enable the user to combine several modalities or devices (generically different access mechanisms) to access information while on the move and to alleviate the pain incurred to enter data using small portable mobile devices. The user experience is thus optimised by selecting the most appropriate access mechanism for a particular interaction in a particular situation/context. The user can do this selection when the application makes supplementary use of the different available modalities or devices or rather provided by the service when the use is fundamentally complementary.

Multimodal and multidevice applications enable reliable access and interaction to information anytime, anywhere, anyhow, independently of the activity or environment, especially when using small portable mobile devices. 

Multimodal and multidevice applications provide a compelling user interface which exploits the advantages of each modality or devices types without being constrained by their limitations, for example, talking is easier than typing, but reading is faster in some conditions are more appropriate than listening, etc....

Examples of multimodal or multidevice services include (the list is non-exhaustive):
· Communication assistance (Name dialling, Service Portal, Directory assistance)

· Information retrieval (e.g., obtaining stock-quotes, checking local weather reports, flight schedules, movie/concert show times and locations)

· M-Commerce and other transactions (e.g., buying movie/concert tickets, stock trades, banking transactions)

· Personal Information Manager (PIM) functions (e.g., making/checking appointments, managing contacts list, address book, etc.)

· Messaging (IM, unified messaging, etc…)

· Information capture (e.g. dictation of short memos)

· Navigation (car navigation service)

· Games

· Location – based applications 

· Adhoc, dynamic and nomadic network applications (e.g. Dynamic use of kiosks / wall mounted displays / phones / PDAs).

· This kind of applications illustrates why multimodal and multidevice user interface can be considered as the core user interface of mobile computing. Possibilities are endless and such capability will be demanded and expected by mobile users.
· Remote-control application (multimodal remote control, multidevice remote console)

· Multi-user applications (games, collaborations).
As most mobile applications, the applications that are expected to present the most value for user are applications that:
· Are time sensitive: the access to the information or transaction must take place now, not later.

· Enable communication

· Are location specific, dependent or related.

A particular usage scenario is illustrated in Figure 1.
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Figure 1 – Example of a multimodal usage scenario
In addition, multi-modal applications offer a simple and convenient solution to the problem of accessibility to applications and services without requiring the invention and adoption of a particular programming model. Indeed users with disabilities may rely on the following usage scenarios: 
· When the services make complementary use of the different available modalities or devices, it is possible for a disabled user to select to use only or mostly a particular modality (e.g. voice for a eye impaired user or GUI for a hearing impaired user, etc…): multi-modal and multi-device services can be made implicitly accessible and therefore comply with the upcoming regulations.
· If the user possess a personal device tuned to his preferences or that enable him to overcome some disabilities, he or she can use this device to interact with the a terminal and services in multi-device mode; where the dedicated device acts as remote control for the terminal. This is clearly related to some UE Functionality Split activities [3].  A particular implementation is illustrated in Figure 2.
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Figure 2 – Accessibility to wireless applications on handset or other terminal / UE using a dedicated remote console in multidevice configuration. The figure illustrates a possible particular deployment architecture.
Figure 3[image: image4.wmf] 

 – Illustrates schematically the evolution of applications that are today designed for a single channel (monochannel) towards applications accessible through different channels, one channel (modality or device) at a time and eventually multimodal and multidevice applications where different devices or modalities can be used concurrently.
Figure 3 illustrates the evolution of the user experience from today where only monochannel services (i.e. accessible through Voice, Web or WAP only) and multichannel (accessible through several of these channels, one channel at a time), versus a modal or multidevice space where users can interact with more than one device or modality at the same time. 
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MM/MD services fundamentally address the hierarchy of user’s needs illustrated in Figure 4.

Figure 4 – Hierarchy of needs that multimodal and multidevice services should target to satisfy. 
At the most primitive level users need to get their applications on a variety of performance enhancing devices. As the proliferation of these anywhere applications grow, reliability, independence of user situation, and then ease of use will become the necessary ingredients to increase the user efficiency. The continuing expansion of application capabilities will lead toward the ability to create and deliver personalized tailored solutions that fulfill user needs. 

For the sake of brevity, multimodal and multidevice services are sometimes referred as ‘MM/MD’ services in the remainder of this document.

2 Related standard and industry activities
Multimodal and multidevice interaction is gaining great interest in the industry. Different standard bodies are addressing it or addressing related issues:

· W3C:  (http://www.w3c.org) (develop numerous web foundation technologies)
· Multimodal interaction activity [13]; expected to address the authoring of multimodal and multidevice applications as well as some high level architectural and execution model considerations and the associated exchange formats. This also includes specification of support for handwriting-based user interfaces.
· Voice Activity: specification of voice channel (VoiceXML, CCML, data file XML specifications, …)
· Device Independent Activity: specification of delivery context and device independent authoring (key for multichannel authoring)
· XML events

· DOM

· XHTML

· CSS / XSL
· SMIL: multimedia synchronization
· Web services and XML protocols (SOAP etc…)
· WAP Forum:

· WAE: Definition of a DOM-MP interface and remote interface to allow synchronization of a WAP user agent

· ETSI:

· STQ DSR (Aurora) – Promotion of a DSR framework (protocols stack and codecs) (See [2] for more details) and a multimodal reference architecture that can take advantage in distributed case of the DSR framework. 

· IETF:

· SRCP: Speech remote control protocols to enable several thin client configurations of multimodal browsers that are most relevant for mobile / 3G deployments.
· AVT: DSR payload

· OASIS 
· WSIA and WSRP that address web services user interfaces, coordination between web services and usage in portals.
· ITU:

· SG16: that address DSR and DSR
In addition different other standard bodies, industry consortium are paying close interest to multimodal: (VoiceXML forum, SALT, NCITS V2, …).
It is of great importance and interest to all that 3G networks support the deployment of multimodal and multidevice services. 
3 Scope

This Technical Specification defines the stage one description of Multimodal and Multidevice services and applications over 3 G infrastructures.

 Stage one is the set of requirements seen primarily from the user’s view point and its home environments.

This technical specification includes information applicable to network operators, service providers, terminals and network manufacturers to support multimodal and multidevice applications.

The present TS draft contains the core requirements for multimodal and multidevice services and applications. It focuses more on the infrastructure and deployment implications than programming model details. The programming model, at least in declarative XML cases, should be left to the W3C MMI activity [13]. The 3GPP SES activities should establish tight liaisons with the W3C MMI activity, communicates its deployment specification plans and communicate its requirement in terms of programming model and XML specifications. 
SES may however address or push elsewhere non-XML (imperative (e.g. Java) or script-based) multi-modal specification activities.
Multimodal and multidevice is an optional feature in a 3GPP system.
Figure 5 illustrates the position of multimodal and multidevice services with respect to the different SES activities (services and technology options).
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 – Positioning of multi-modal and multidevice services among SES.
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5 Definitions, symbols and abbreviations

5.1 Definitions

Access Mechanism: a combination of hardware (including one or more devices and network connections) and software (including one or more user agents) that allows a user to perceive and interact with the applications using one or more interaction modalities (sight, sound, keyboard, voice etc.). 

Automated Voice Services:  Voice applications that provide a voice interface driven by a voice dialog manager to drive the conversation with the user in order to complete a transaction and possibly execute requested actions. It relies on speech recognition engines to map user voice input into textual or semantic inputs to the dialog manager and mechanisms to generate voice or recorded audio prompts (text-to-speech synthesis, audio playback, …). It is possible that it relies on additional speech processing (e.g. speaker verification). Typically telephony-based automated voice services also provide call processing and DTMF recognition capabilities. Examples of traditional automated voice services are traditional IVR (Interactive Voice Response Systems) and VoiceXML Browsers.
Complementary use of modalities or devices: Applications with at least one interaction step provided in one modality or through one device and not in/through another.
Conversational multi-modal applications: Multi-modal applications where inputr across modality can be combined prior to interpretation into attribute value pairs passed to a dialog manager that processes them to populate the data model of an intercation and determine the interaction focus. To do so, it may relay on interaction histories and contexts, that consist of a time ordered sets of input and output attribute value pairs and the resulting data model changes; the dialog manager may also defer data model updates to disambiguate the intent by seeking more details, confirmations or correction from the user or from knowledge sources (e.g. backend data base or business logic).
Delivery Context: a set of attributes that characterizes the capabilities of the access mechanism and the preferences of the user 
Device: a physical means for delivering and receiving with an application; an apparatus through which a user can perceive and interact with an application.

Device-independent Services: services that can run on several types of devices 

Dialog manager: A technology to drive a dialog between user and services that they be device-independent, mono-channel or multimodal / multidevice.
Distributed Speech Recognition: A generic framework that enables to distribute the audio sub-system and the speech services by sending encoded speech and speech meta-information between the client and the server using IMS (IP / Packets). For the uplink, it typically relies on DSR codecs optimised for speech recognition: acoustic features are extracted and encoded on the terminal. 
Multimodal application: denotes application that supports more than one interaction mode by relying on a combination of multiple input (e.g. key, stylus, voice, …)  to access and manipulate information on the move and  to enable the most convenient  output (display, tactile, audio ) at the discretion of the user/ terminal capability.  
Multimodal user agent: user agent that renders different modalities (e.g. GUI browser and Speech Browser) simultaneously available (concurrently or sequentially) and synchronized for the user to interact with the application. These different user agents may be located on the same device or distributed on among UEs or across the 3G network.
Multidevice applications: denote application that supports the capability to interact with a particular application over a number of physical devices with browsers being synchronised with the MT accessing 3G services. These browsers may support the same (e.g. GUI) or different modalities.

Supplementary use of modalities or devices: Applications where all interaction steps provided in one modality or through one device are functional through any other availabel modality or device.
user agent: The component that renders the presentation data into physical effects that can be perceived and interacted with by the user. For a given modality this may be a separate browser or platform or one or multiple components internal to a browser or platform.
5.2 Abbreviations

For the purposes of this document the following abbreviations apply:

DOM – Document Object Model

DSR – Distributed Speech Recognition

DTMF – Dual Tone Multi Frequency
GUI
– Graphical User Interface

IP – Internet Protocol

IETF – Internet Engineering Task Force

IMS – IP Multimedia Subsystem

IVR – Interactive Voice Response system

MM/MD – Multimodal and Multidevice

MVC – Model View Controller

PIM - Personal Information Manager 
SDP – Session Description Protocol

SIP – Session Initiation Protocol
SOAP – Simple Object Access Protocol
RTP – Real Time Streaming Protocol

URI – Uniform Resource Identifier
6 Overview of Basic Principles
A basic architecture and flow for multimodal interactions is described in [8, 10]. It supports the fundamental execution mode of multimodal and multidevice applications.
6.1 Fundamental Execution Model

In this document, the term user agent is used loosely to designate the component that renders the presentation data into physical effects that can be perceived and interacted with by the user. For a given modality this may be a separate browser or platform or one or multiple components internal to a browser or platform.
The fundamental execution model of multimodal and multidevice applications is the following. A user interaction in one of the available modalities (user agent) results into handling a representation of the interaction event to determine of the impact of the interaction via synchronization rules. This in turns results into updates of the synchronization rules and all the registered modalities (user agents) available to the user.
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This is summarized in Figure 6, where each user agent may represent a different modality (e.g. VoiceXML browser and XHTML-MP browser or GUI and Voice Java applications) or different devices (e.g. smart phone and PDA or kiosk).
Figure 6 – Fundamental execution model of multimodal or multidevice applications; independent of programming model or configuration.
The user action may or may not result into an immediate update of the affected modality state prior to the synchronization. This is better decided when deploying the solution. Immediate update provide faster response in the modality that the user currently uses, but may lead to problems or confusing behaviors for example with composite inputs, concurrent or almost concurrent inputs in different modalities and conversational multi-modal application (i.e. where inputs are to be understood or disambiguated first). Other events than user input may also trigger interaction events to transmit through step (3).
Note also that figure 1 does not address the steps internal to the user agents. For example, a voice or handwriting user agent will interface with speech engines to process input and generate outputs.

6.2 Analysis

Update of the synchronization may be implemented by fetching new pages from a web server. However, the execution model is not limited to browser / XML / declarative applications. It can also characterize imperative (e.g. java), script-based or hybrid multimodal or multidevice applications.
In distributed configurations, (3) and (6) are multimodal synchronization exchanges that constitute multi-modal synchronization protocols. In the case of non-distributed configurations, the same interfaces should exist between the user agents.
User agents, and synchronization manager can be internal to a same platform (e.g. browser), stand-alone components on a same device or distributed on different machines or combinations of these options. The user agents themselves can be componentized and distributed. This is the case with voice user agents that can interface with local or distributed speech engines and local or distributed audio-sub-systems.

The execution model covers all the configurations described in [8,9,10] as well as in the litterature and proposals. It is also independent of the programming model and compatible with proposals like Xforms-based authoring (device-independent or alternatives) as discussed in [10], XHTML+Voice [8,14], SALT [15]. It also covers more elementary authoring mechanism (naming convention, synchronization tags, etc…) as discussed in [16,17]. It is also compatible with the coordination of web services as described in [22].
3G infrastructure support of multimodal and multidevice services shall be compatible with any multimodal or multidevice programming model, in particular the MMI programming model that wil be defined by the W3C MMI activity [13]. It should be targetted with high priority by 3GPP and design should be communicated to other related standard activities (liaisons). Declarative authoring requirements, if any, shall be communicated to the W3C MMI activity [13].
The following basic architecture implements this execution model (Figure 7). It presents also the advantage to be easily deployable with browser that would expose a DOM interface and support XML events. 
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Figure 7 – Fundamental MVC architecture to support multimodal and multidevice interactions illustrated for voice and GUI interaction.

Possible deployments configurations as discussed in details in [8, 9, 10], as well as other options shall be considered for end-to-end 3GPP Technical Specification. Note that multidevice configurations may rely on a server-side or terminal-side synchronization manager. If different configurations are supported, especially in the latter case, replication of the state of the synchronization manager shall be required.
As discussed below, multimodal synchronization interfaces and protocols enable the exchange of time stamped or ordered interaction events and presentation manipulation instructions. Implementations can rely on DOM (events or mutations), XML events and SOAP / XML protocol to support the exchange of the multimodal synchronization information.

6.3 Multimodal synchronization protocols
With local or distributed configuratins, the exchange of the following information must be supported (interfaces and protocols):

 Interaction events: Events that result from the user interaction with the presentation rendered in a modality

 Presentation manipulations: Updates or manipulation instructions of the presentation rendered in modalities. This may include loading new presentation pages. 
These exchanges must have the necessary information to order or combine the events or manipulations (e.g. relative ordering, time stamping).
DOM and XML events provide existing standard mechanisms to implement such interfaces and behavior [11,18].
Exchanges of these two types of information is especially relevant to multi-modal 3G services for which access through distributed configurations will often be met.
6.3.1 Options for interaction events

Interaction events may be DOM events produced by the user agent through an external DOM interface [11].

They may also be captured internally by mechanisms programmed in the presentation page to attache event listeners on the DOM tree that will capture. The handler can generat events that can be transmitted to the appropriate location. This case encompasses XML events and ECMAScript handlers. XHTML + Voice is a typical example [14].
6.3.2 Options for presentation manipulation

Presentation updates and manipulation can be achieved through DOM mutations. The mutation instructions can be issued remotely.

Presentation manipulation can also be achieved by sending events (action events) to the user agent to update. A interface could convert these action events into DOM mutations. Events can also be passed to code programmed in the presentation page to appropriately update the page.

6.3.3. Some Analysis

The different options have advantages and disadvantages: e.g. use of existing browsers, need of additional code on the client, ease of deployment, ease of authoring, challenges to generate the appropriate mutation, footprint and CPU requirements on the client, bandwidth requirements, privacy, security, etc...

What code (declarative or script) is programmed or loaded in multi-modal applications or in the presentation pages, versus assumed behavior of the user agent / architecture, directly impacts the authoring of multi-modal application. 

However, it is possible to provide a multi-modal synchronization framework that would be independent of some of these choices that would be left to deployment, architecture or authoring considerations. 
Thes options cover declarative / browser / XML cases. Non declarative cases may have to be extended.

6.3.4 Transport of multi-modal remote synchronization

XML protocols like SOAP are a flexible mechanism that could be advantageously used to exchange of multi-modal synchronization [19]. This would include exchange of events (interaction events and presentation manipulation) as well as support for exchange of mutation instructions.

SOAP is a foundation of web services [19]. Therefore, it is reasonable to expect that in the near future SOAP will be supported by a large set of devices and user agents; including wireless clients. In addition the fact that SOAP runs on top of HTTP, TCP, SMTP, FTP etc allows access through firewalls and gateways. 
A SOAP based framework would be extensible and independent of the underlying transport. Non-declarative user agents could be similarly supports thanks to capability to support RPC (serialized API).
It would satisfy support multi-modal synchronization of declarative as well as other applications. It is therefore a reasonable starting point to support by 3G infrastructure and terminals / user agents.
It may be useful to consider other transport mechanism for SOAP (e.g. SIP or may be even RTP) to facilitate access through wireless gateways. 
6.4 Additional Multimodal supporting exchanges and protocols

In distributed cases, voice can be exchanged based on the DSR framework on IMS [2]. However, it is possible that aspects of the speech service will be available without requiring IMS. Sequential multimodal or multidevice shall not require anything from the voice channel, not even voice and data simultaneously.
Multimodal and multidevice services, when in distributed configurations, may require a registration of the different user agents / devices that will participate to the interaction with the service. This may include a “definition” of the role of the different user agents and devices. This step may take place prior to accessing the service and be maintained across services or it may take place after initiating a service or while interacting with the service. This step may involve clock synchronization or other forms of synchronization for correct relative time stamping of the interaction events and presentation manipulations.
In addition, when the user change the configuration of his or her multimodal or multidevice user agents (e.g. by adding or removing a device), the necessary exchanges to support registration, de-registration, change of role etc must take place.

Eventually, replication of the state of the synchronization manager may require additional exchanges (multidevice configurations or hybrid cases, e.g. case where the configuration can switch between thin and fat client configuration) [8, 10, and 9]. This could be done based on SyncML.
In more advanced multimodal conversational systems, it may be needed to support the exchange of annotated interpreted events / inputs between engines, user agents and dialog managers as mentioned in [9]. NLSML is an example of such a format [20]. If multimodal synchronization protocols are exchanged using SOAP, the extensibility mechanism automatically will support the exchange of annotated interpreted events / inputs. 
7 General Requirements

In this section, different requirements for MM/MD services are presented from different perspectives. As such, some may overlap.

1. The MM/MD services proposed must be accessible on Circuit Switched (CS) domain as well as on IMS. 

· However, it is acceptable to provide services accessible or optimized only on IMS (e.g. DSR framework). 
· Extensions of IMS shall be considered when needed.

2. Multimodal or multidevice services shall be able to rely on UMTS services provided independently by different companies

3. Applications using the same interface must be able to handle contention: multimodal or multidevice application shall not interfere with on-going calls or data exchanges set up by another application without authorisation by the user. In-coming calls may be handled based on user’s preferences.
4. Multimodal and multidevice services shall be able to support sequential multimodal or multidevice interactions for example for deployment on network or access through terminal that do not support voice and data simultaneously. In this case, on-going interaction with an application in one modality or on one device can be suspended and resumed on another device or using another modality.  
5. Use of device or modalities to interact with MM/MD services shall comply with user’s preferences.   

6. MM/MD services shall be offered by the network operators or by third party service providers.  In both case, it shall be possible to charge for usage of the network and the services.
7. It shall be possible for the network to distinguish a MM/MD service and access to such a service from other voice or data calls (e.g. for administration and control purpose or to set the appropriate quality of service etc…).
8. The specification shall aim at targeting “interoperability, extensibility and longevity”, whenever relevant and possible.
· Across configurations like the one described in [8, 9, 10]:
· For example, a same server middleware, user agent or device can be used in different configurations.
· Across capabilities (levels of synchronization granularities, coordination capabilities) of the runtime and infrastructure.

· For example, a same server middleware, user agent or device can be used to support different capabilities.

· Across programming models and feature of the MM/MD services>
· For example, a same server middleware, user agent or device can be used with different programming models or features of MM/MD services.
· Etc.
7.1 Requirements related to basic principles and execution model
1. The end-to-end specifications shall aim at supporting the widest set of relevant configurations of user agents to access MM/MD services. This includes the relevant sub-set of configurations described in [8, 9, and 10].
· It shall be possible to have the synchronization manager on a same device, on another device (UE or MT) or on the server.

· It shall be possible, if needed and supported by runtime to change configuration and location of synchronization manager

2. MM/MD services will be interoperable across user agent configurations whenever relevant; i.e. whenever the configurations are supported by the specificity of a particular MM/MD service.
3. The specifications shall support selection or changes of the configurations of the user agents whenever supported by the user agent and services. 

· This shall include considering dynamic re-configuration (e.g. adding or removing a device or modality; modifying the role of a device (e.g. synchronization manager)) in session or while accessing a particular MM/MD service.

· In particular distributed MM/MD configurations shall established by relying on a registration and configuration mechanism. 
· At initiation or during a session

· When re-configuring or disconnecting devices

4. The specifications shall support interoperability across different level of the synchronization granularity (i.e. when the evolution of one :
· Sequential

· Event level, 
· Set of event level (e.g. when buffered waiting for out of focus event or time out), 
· Interaction element level (field level), 

· Block of interaction elements, 

· Page level, 

· Coordination capabilities: 
· Coordinated: input from several modalities or devices can be synchronized and interpreted one after the other in the order that they where received or after combination based on what is authored or considered to make the more sense (in conversational case, the dialog management determines that). 

· Uncoordinated: input from several modalities or devices are synchronized (and interpreted) one after the other in the order that they where received instead of being combined before interpretation / synchronization.

· It shall be possible to support and negotiate different levels of granularity or coordination capabilities for a same MM/MD service, when the services have been authored to support such levels:
a. This may be on a same run time configuration when supported by it

b. This may be across different run time configurations or different network capabilities.
· Complementarity or supplementarity of the use of the different devices or modalities.
5. MM/MD services shall be able to advertise and negotiate a default or selected synchronization granularity levels or coordination capabilities.
· Default levels of synchronization granularity and coordination capabilities and behaviours shall be specified.
· Behaviours in case of incompatible capabilities shall be specified.

· The specifications shall support the exchanges of such mechanisms.

6. The specifications will attempt to support a wide variety of programming model options for MM/MD services. 

· Specific deployed user agent however may support only specific programming models

· By default, the specification must support the programming model specified by the W3C MMI working group. This is also the default that user agents that render declarative MM/MD services are expected do support.
· The specifications shall be designed to be able to support non-declarative programming models and platforms (e.g. MExE):
a. Non-declaratively programmed and rendered MM/MD services may be specified, promoted to other standardization activities or addressed in related 3GPP technical specifications.
7. Local (fat client configurations as discussed in [8, 9, 10]) multimodal configurations (by definition, this cannot be a multidevice configuration) depend only on the UE; except when they rely on distributed speech engine functions. In such case, they will preferably rely on the DSR framework specifications [2]. Non-IMS voice exchanges shall however be supported.
8. Synchronization is performed using a synchronization manager and following the execution model discussed above. 
· Associated MVC deployment configurations are described in [8, 9, 10].
9. Depending on users preferences or network provider settings, the configuration shall be automatically established upon connection to the network or require manual requests and connections from the user. 

10. In any circumstances, emergency calls shall override all MM/MD applications in progress.
11. The specification shall imply support by UE and network of multimodal synchronization interfaces and protocols.
· User agents on UE with a MM synchronization interface (interaction events and presentation manipulation) to support the mechanisms described in [8, 9, 10].
12. In distributed cases, MM/MD shall preferably be offered over the IMS. 
· The protocols used for the multimodal synchronization, voice and associated control and application specific information shall be based on those in IMS.
13. Multimodal synchronization protocols shall support possible specifications produced by the W3C MMI working group. 

14. Multimodal synchronization protocols shall be extensible to accommodate new extensions and annotations; specified by W3C, other standard activities or application specific. 

15. Multimodal synchronization protocols shall be able to accommodate user agents that render declaratively programmed MM/MD services as well as non-declaratively programmed MM/MD services; if such services are introduced.
16. The specification shall provide mechanisms for ordering (e.g. time stamping – absolute or relative) interaction events and presentation manipulations.
17. The specifications shall be consistent with specifications produced by other related standard bodies. 
· Interoperability across networks shall be targeted whenever possible.
18. The specification shall support extensibility for new devices or modalities provided that they provide appropriate support of interfaces and behaviors for multimodal synchronization.

· An extensibility framework shall be provided or referred for adding new modalities or devices.

19. The specification shall specify speech engine remote control (SRCP).
· This may be based on IETF / CATS work or on the web service framework of “speech engines as web services“ proposed in [21]. The latter is particularly advantageous if the synchronization protocols rely on SOAP.
7.2 User Requirements, User Experience and service access
1. Users of the multimodal and multidevice services shall be able to initiate voice communications or data access to the services through user agents on one or multiple devices.
· Access may trigger automated or manual configuration of the user agents or configuration may precede access.
2. Users of multimodal and multidevice services shall be able to initiate multimodal and multidevice sessions from one or multiple devices by providing (entering, selecting, saying, …) an addressing scheme (for example by entering a URI in a user agent, by dialing a phone number or by entering an IP address (possibly with a protocol identifier) for voice accesses).  
3. The user shall be able to initiate an interaction through any available device or modality. The user shall then be able to use other devices or modality sequentially or concurrently. 

4. The user shall be able to control/decide the set of the multiple devices or modalities within the user equipment combination and configure the set, within the limits of the configurations supported by a particular MM/MD service.
· It shall be possible for the user to determine what are allowable configurations and settings (coordination capability, supplementarity versus complementarity,…) supported by a MM/MD service.
· The user shall be able to determine easily the current configuration and settings.
· The user shall be able to add or remove new modalities or devices or (re)configure them prior to access a MM/MD service or while interacting with the MM/MD service.
5. The specification shall support the possibility that the MM/MD services allow selection or adaptation of the MM/MD services to particular settings (configuration, coordination capability, supplementarity versus complementarity,…)
· In such cases, it shall be possible for users rely on profile exchanges (from UE or from server-side repository) to guide the selection or adaptation.
6. Users shall always be able to interact with supplementary MM/MD services in sequential mode. 

7. Conflicting understandings of the user input (conflicting interaction events, dialog management issues with conversational multimodal applications) shall be reported and left to the user to resolved, unless if specified otherwise by user profile.

8. User interactions with MM/MD services shall be secure and provide privacy guarantees:

· Unsafe or uncertain interactions (depending of nature of services, trust model, advertised privacy policy etc…) shall be notified prior executions

· Whenever possible, more secure configurations or settings shall be proposed to the user (if supported by run times and/or MM/MD services).
10. MM/MD sessions can access monochannel applications, provided that the MM/MD session involves a user agent that supports the corresponding application / presentation format.
· Supplementary MM/MD services shall be accessible as monochannel applications when 
11. Multimodal and multidevices environment shall aim at be improving the ease-of use across human facing application domains in order to assist and please the user in the best way. 

12. The user shall be able to select the most appropriate modality or device for a particular type of interaction at a particular moment and in a particular situation, when this is supported by the MM/MD service (i.e. when the application supports supplementary use of modalities or devices).

· For accessibility reasons, supplementary MM/MD applications shall be recommended.
13. Multimodal and multidevice services shall aim at offering the potential for improved productivity, user satisfaction, user accuracy, and application reliability. 

14. MM/MD services shall allow the flexibility for the user to take advantage of the best features of each device or modality for applications that can be delivered "anywhere and anyhow". 
· This shall not prevent complementary MM/MD services when appropriate.
15. The user interactions shall aim at overcoming numerous shortcomings of the user interfaces today available for mobile interfaces like for example:
· Difficulty of data entry on small devices and smart phones

· Recognition errors (possibly blocking) of automated voice services and lack of reliability in general
· Seriality of voice output 
17. User can mix and match interaction in different modalities or on different devices and expect combine interpretation when the MM/MD support coordinated services (multimodal conversational services):
· This may require dialog management
16.  Modality should include Voice and GUI and may include handwriting / stylus, etc… The user’s interface to this service shall be via one or multiple UEs (through voice and/or in GUI user agent, …). Other modalities (e.g. handwriting input) can be considered.
· The specification shall support extensibility for new devices or modalities provided that they provide appropriate support of interfaces and behaviors for multimodal synchronization.
18. The user shall experience seamlessly switch between modalities or devices at any time as programmed in the user’s profile, and allowed or possibly as imposed by the MM/MD service (e.g. complementary case) and be some of all of the following, provided the following settings set by user profiles, manual settings or MM/MD services:
· Dynamic registration and disconnect of numerous views, 

· level of synchronization granularity (in same or different modalities) as needed, 

· Allow any level of synchronization granularity:

· Sequential

· Event level, 
· Set of event level (e.g. when buffered waiting for out of focus event or time out), 
· Interaction element level (field level), 

· Block of interaction elements, 

· Page level, 

· Sequential 
· level of coordination:

· Coordinated: input from several modalities or devices can be synchronized and interpreted one after the other in the order that they where received or after combination based on what is authored or considered to make the more sense (in conversational case, the dialog management determines that). 

· Uncoordinated: input from several modalities or devices are synchronized (and interpreted) one after the other in the order that they where received instead of being combined before interpretation / synchronization.

· Complementarity or supplementarity
7.3 Information during the MM/MD session

We refer to [8, 9, 10] for a discussion of architectures and principles to deploy MM/MD services and support the execution model discussed above.
1. User agents must provide an interface to provide access to the interaction events (e.g. DOM events that result of the interaction of the user with the application through the user agent) and allow external presentation manipulation (e.g. DOM L2 or L3 mutations or simply presentation update (e.g. page update via push)). 
· This information shall be exchanged across the network in distributed configurations.
2. Information to appropriately order or combine (coordinated case) interaction events shall be exchanged in distributed configurations.
· Time stamped events shall be considered. This aspect is further discussed below
3. In distributed configurations, the different terminal user agents (and servers when involved – multidevice configurations may not involve a server) to synchronize shall exchange synchronization information with the synchronization manager through multimodal synchronization protocols. 

· This includes synchronization events and presentation manipulation instruction. 
· As discussed above, SOAP shall be considered to implement interaction event exchanges (possibly with annotations) and presentation manipulations. 
· The implementation shall aim at minimizing synchronization delays.

· In distributed configurations that rely on DSR framework on IMS [2], DSR payload, control and speech meta-information shall also be exchanged between the client and the server. 
· In non-IMS cases, voice shall be exchanged between client and server when using voice-side speech engines or speech browsers.
4.  Multimodal and multidevice services shall be obtained through an addressing scheme from:

· A terminal (e.g.  Fat client configuration in [8]).
· A server (e.g. web server) and therefore downloaded to the synchronization manager that then distributes to the different registered user agents.

5. Dynamic multidevice interactions may require periodic replication/synchronization of the state of the synchronization manager between different devices or devices and server-based synchronization manager. 
· Support of disconnect mode shall be considered.
6. In sequential mode, suspend (e.g. virtual submit of the information already provided) and resume (e.g. push) messages shall also be supported. 
7. Declarative MM/MD services shall be downloaded from the server (web application server / HTTP model).
· Data files requires for processing inputs or output (e.g. grammars, acoustic model, etc… for speech recognizer, data file for TTS engine, grammar for handwriting engine, NL parser etc…) shall be downloaded from the web or local to the engines.
8. Non-declarative MM/MD services, if supported, shall be downloaded or local to a particular user agent and distributed to the other user agents.
7.3.1 Details

7.3.1.1 Quality of Service

1. Multi-modal synchronization shall require access to the highest possible quality of service to minimize delays in the synchronization and confusing user interface behaviours. 
· This may require the definition of an appropriate MIME type / payload that gateways would be able to use to reserve appropriate quality of service.
· These considerations may affect the selected underlying transport protocol. 

7.3.1.2 Event and Manipulation Ordering

1. It shall be possible to exchange events (interaction and actions) or manipulation instructions that are concurrent or rapidly sequenced. 
· It shall be possible to support appropriate "ordering" of these events and manipulations. 
· This may require time stamping (absolute or relative depending on the configuration). 
· The specification shall address the cases when events and manipulations occur or are directed to distributed systems. 
· This is complex when involving multiple devices (including possibly server-side components) instead of a single device and server-side components (e.g. voice browser). The specifications shall describe how to support this "worse case" situation as well as single device and server-side components
· The ordering shall be appropriate to support all the relevant levels of synchronization capabilities and coordination capabilities in all the considered configurations.
 It shall be possible to set correct absolute time stamps.
 The multimodal synchronization protocols must support exchange time stamping. 

7.3.1.3 Event and Manipulation Blocking

1. Because the network may introduce delays, the specification shall provide mechanisms to handle synchronization delays. 

· This may rely on be mechanisms to block or buffer new events or manipulation instructions while waiting for a confirmation or unblock instruction. A mechanism of confirmation or blocking/un-blocking shall be considered. 
· This may involve data mutation confirmation events. 
· It may also involve windowing possible coordinated interaction events etc…
· A less pleasant alternative may be to allow manipulations to be undone, re-ordered and re-applied when a delayed event or instruction... 
· Additional difficulties arise when previous mutations have resulted into submit actions or page changes. 
· Nevertheless, manipulation re-ordering shall be considered possibly in combination with confirmation and blocking mechanisms.
· In all cases, this is complex when involving multiple devices instead of a single device and server-side components (e.g. voice browser). The specification shall describe how to handle and the limitations for this "worse case" situation versus single device and server-side components.

7.4 Control
1. It shall be possible to use MM/MD sessions in order to provide access to MM/MD services. For example, applications might use a MM/MD session to access and navigate within and between the various MM/MD services by interacting through the different available devices and modalities. 

2. It shall be possible for network operators to control access to services based on subscription profile of the users, if desired.
3. It shall be possible for network operators to control which services are available based, if desired.
8 Administration

1. MM/MD services may be provided by the network operator (home or visited) or by third parties.  
2. The administration of the MM/MD services shall be under the control of the network operator. 
3. But when decided to do so by the network operator, it should be possible to the third part providers to administer the MM/MD services them selves through the gateway that they would connect to IMS. In such case, the third part provider performs all the administrative steps and no registration would be required with the network operator.
4. It shall be pswossible to use MM/MD sessions in order to provide access to MM/MD services. For example, applications might use a MM/MD session to access and navigate within and between the various MM/MD services by interacting through the different available devices and modalities. 

5. It shall be possible for network operators to control access to services, if desired.

6. It shall be possible for network operators to control which services are available based, if desired.

8.1 Authorization

1. Authorization for use of MM/MD services shall be under the control of the network operator. It shall require authorization of the connection to IMS.
2. The network operators can provide MM/MD services or they can only provide the network that connects users to MM/MD services provided by third party application service providers. 
3. The network operator shall be able to permit or prevent access to a third party service. This requirement shall be treated as equivalent to allowing or prevent access to some phones numbers (IMS voice sessions or others) or internet services (e.g domains for example in WAP data access). 
· As mentioned earlier, if the operators do not wish to administer MM/MD service, authorization shall be granted to all MM/MD services by default and not controlled.
4. The network operator shall be able to administer the authorization of a MM/MD automated voice service on a user basis as well as on a service basis (e.g. authorizes access to all users or prevents access to all users).
5. It shall be possible for the operator to provide for the user:

· Authorization to access a particular "address" (e.g. 3rd party MM/MD service)

· Authorization to use a service that the operator authorize access to when the 3rd party operator wishes to rely on the operator to control this access 

6. It shall be possible for the third party provider to authorize usage of its services based on the identity of the user.

8.2 Deauthorization

1. Deauthorization for use of MM/MD services shall be under the control of the network operator as for the authorization described in section 9.1.
· As mentioned earlier, if the operators do not wish to administer MM/MD service, authorization shall be granted to all MM/MD services.
8.3 Registration

1. Authorized MM/MD services shall register their address with the IMS upon authorization of the service. 
· Authorized MM/MD service can then be reached by the user by initiating a session as described above. 

· As mentioned earlier, if the operators do not wish to administer MM/MD service, registration shall be provided to all and rely on open standards (e.g. DNS).
8.4 Deregistration

1. Disconnection from the IMS shall prevent the use of the MM/MD service. Deregistration may be decided by the third party provider. . 

· As mentioned earlier, if the operators do not wish to administer MM/MD service, deregistration shall be provided to all and rely on open standards.
8.5 Activation

1. Once authorized and registered a MM/MD service is deemed activate as for other IMS services. 
8.6 Deactivation

1. Deactivation shall be done by deregistering the services (operator or service provider initiative) or by refusing to initiate MM/MD session (service provider initiative). 
9 Service Provisioning 

1. The MM/MD Service shall be provisioned by either the network operator (roaming or home) or by a 3rd party service provider.
2. It shall be possible for network operators and 3rd party service providers to offer MM/MD Services by providing identity of service, such as a phone number, an IP address or a URI. 
3. MM/MD applications are expected to be authored and served to the synchronization manager and user agents in standardized manners. 
· Declarative (XML) multimodal activities are expected to follow the specification currently developed by the W3C MMI working group.
· Other MM/MD services shall be treated as discussed earlier.
10 Security 

1. The “Security Threats and Requirements” specified in 21.133 [1] shall not be compromised.
2. It shall be possible to deny unauthorized access to the 3GPP MM/MD services. An authorization may be based on the following,
· identity of the accessing user agent, server or device 
· the destination user, device or user agent
3. Third parties shall have authorization from the User and PLMN Operators in order to access the 3GPP Distributed MM/MD Service. 
4. In distributed cases, special attention will be paid to the synchronization protocol, so that 21.133 [1] shall not be compromised. Indeed: 
· Interaction events and presentation manipulations can be intercepted by unauthorized third parties. This would enable reconstruction of the complete interaction with the application; especially in between submits to the backend. Any note, temporarily selections etc would be accessible! 
· Unauthorized third parties may be able to issue presentation manipulations that would affect the user agent. 
5. Mechanisms shall be considered to securely exchange multi-modal synchronization. This may require:

· Encryption of the exchanged information.
· Presentation manipulation shall be accepted only from trusted / authored parties. Mechanisms to achieve this shall be supported. Again encryption may be an adequate mechanism to address these issues.

6. In the case of client-based speech engines, additional security (and privacy) issues shall be addressed for when the application is downloaded from a third party service provider:

· The speech data files (acoustic model  grammars, language models, vocabularies, NL parser data files, etc…) sent to the client may contain proprietary or sensitive information (e.g. passwords, list of customers and associated input information, propprietary grammar, …).

·  The data files may be intercepted by un-authorized third parties or tampered with in the UE.

· This may relate to the Digital Right Management work items.
· Results of some client-side engine sent across the network can be tampered with or intercepted on the UE or when transmitted.
· These issues shall be addressed by appropriate mechanisms or by requiring server-side engines when needed.
11 Privacy

1. MM/MD privacy requirements shall be at least as good as for IMS voice or data sessions [12]:
· It shall be possible to encrypt speech and speech meta-data exchanges
· It shall be possible to prevent exchange of the user's true identity, location and other terminal or user related information when required.

2. MM/MD services may imply that the service provider collects information about the user or usage. This information shall be treated according to the policies in place for data and voice (e.g. human to operator or human to automated service; WAP, IMS data access) services. 
3. The MM/MD services shall not add additional privacy risks. 

4. In the case of MM/MD services, interaction events enable reconstruction of the complete interaction with the application, including in between submission to the backend and therefore possibly beyond the knowledge or control of the user. The user may consider this information or aspect of it as private. Therefore, it is important that the multimodal synchronization shall be associated to mechanisms schemas that let the user specify the use that can be done of the information, beside synchronization. 
5. MM/MD services shall provide similar mechanisms to describe their handling and use of the information. 
6. Trust and resolution mechanism shall be provided to enable the user to accept the particular service and configuration on the basis of the usage that will be made of such information or the management options provided to the user.
7. Privacy of user shall not be threatened when exchanging speech data files across the wireless network or by storing them on a UE.

12 Charging

1. The user can be charged for sessions with the MM/MD Service in a variety of ways. The following shall be possible:

· By duration of session (including “one-off” charge/flat rate)

· By data volume transferred (number of packets) or other similar criteria.

· By subscription fees for the service (unlimited usage or unlimited usage up to a point and then per-use fees)

· Free (e.g. with the service being subsidised by advertising revenue from advertisement spots). 

2. MM/MD shall be available to pre-paid and post-paid subscribers.
3. It shall be possible for the network operators to provide 
· billing for traffic on the network (knowing that it is a MM/MD session)

· billing for usage of the service; for services provided by third party that request this service from the operator 

4. It shall be possible for third party service provider to:

· Pay the network operator for the traffic on the network (knowing that it is a MM/MD session)

· Bill the user for usage of the service
13 Roaming

1. The user shall be able to utilize the MM/MD Service when roaming in any IMS compatible mobile network. 

2. The capabilities of the MM/MD Service shall be available in the roamed-to network in the same manner as in the home network, within the limitation of the capabilities of the serving network. 

14 Interaction with other services

1. The voice channel may be provided as CS instead of IMS and still allow sequential or concurrent synchronization of the modalities.
2. When connected to the IMS, other IMS services are available to the user through the terminal.
3. Other services (non IMS voice etc..) may be available with or without disconnecting from the IMS.
Appendix A: Usage scenarios

Usage scenarios are briefly addressed in [9].

Appendix B: Deployment Options
Possible deployment options within 3GPP systems are briefly discussed in [9].
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