	
	



DRAFT 3GPP TS 22.xxx V0.1.0 (2002-02)
Technical Specification

3rd Generation Partnership Project;

Technical Specification Group Services and System Aspects;

Multi-Modal and Multi-device Services;

Stage 1

(Release 6)


[image: image3.png][ presontaay ] yoicomn

fferent Applications - Possible shared back end
Each service is implemented separately for each access channel

e WML HTML  weicome to $5Trade:
Oniine Banking
eal Time Stock Quotes

rades

Do yo
ransaction?

‘Same Application - Multiple Channels - One Mode per Channel
Each service can be exposed via any access channel based on business needs.

Welcome to $$Trade:

Online Banking.
Real Time Stock Quotes

Same Ar ion - New channels combine multiple modes
Application and user can use any available mode for input or output at any time

Price for XXX is $104

Welcome to $$Trade: Another Transaction

Online Banking
Real Time Stock Quotes

Trades




The present document has been developed within the 3rd Generation Partnership Project (3GPP TM) and may be further elaborated for the purposes of 3GPP.
 
The present document has not been subject to any approval process by the 3GPP Organizational Partners and shall not be implemented.
 
This Specification is provided for future development work within 3GPP only. The Organizational Partners accept no liability for any use of this Specification.
Specifications and reports for implementation of the 3GPP TM system should be obtained via the 3GPP Organizational Partners' Publications Offices.

Keywords

UMTS,Multi-modal,Multi-device

3GPP

Postal address

3GPP support office address

650 Route des Lucioles - Sophia Antipolis

Valbonne - FRANCE

Tel.: +33 4 92 94 42 00 Fax: +33 4 93 65 47 16

Internet

http://www.3gpp.org

Copyright Notification

No part may be reproduced except as authorized by written permission.
The copyright and the foregoing restriction extend to reproduction in all media.

© 2001, 3GPP Organizational Partners (ARIB, CWTS, ETSI, T1, TTA,TTC).

All rights reserved.


Contents

4Foreword

Introduction
4
1
Scope
6
2
References
7
3
Definitions, symbols and abbreviations
7
3.1
Definitions
7
3.2
Abbreviations
8
4     General 
Requirements
9
4.1
 Basic Principle
9
4.2
User Requirements
10
4.3 Information during the MM/MD session
10
4.3
Control
10
4.4
User Perspective (User Interface)
11
5
Interaction Requirements
12
6.
Administration
13
6.1
Authorization
13
6.2
Deauthorization
13
6.3
Registration
14
6.4
Deregistration
14
6.5
Activation
14
6.6
Deactivation
14
7.
Service Provisioning
14
8.
Security
14
9.
Privacy
15
10.
Charging
15
11.
Roaming
15
12.
Interaction with other services
15
Annex A (informative):  Change history
17























Foreword

This Technical Specification has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

This specification defines the requirements for the support of the Multi-modal and Multi-device Applications by 3GPP. 

Today, the ability to access information while on the move and the pain incurred to enter data using small portable mobile devices needs some immediate relief. 

Mobile users are familiar with  the following Pain points being experienced:

· Hard to enter and access data using small devices (GUI limitation for mobile devices)
· tiny keypads and screens


· Voice Recognition still makes mistakes (Limitation of speech and voice solutions.)
· which  can be blocking if repeated


· Voice is serial (Limitation of speech and voice solutions.)
· It is difficult to manage long output

· One interaction mode does not suit all circumstances

· each mode has its pros and cons

· 
· 
While the mobile internet starts gaining acceptance, and the foreseen evolution does not immediately address such user experience challenges:

· Devices are getting smaller, not larger

· Devices and applications are becoming more complex

· Adding color, animation, camera, etc. does not simplify or contribute to e- business

· CRMs (Customer Relation Management)  / IVRs ( Interactive Voice Responses) are mostly not yet web- centric
Additional motivations for multi-modal and multi-device services can be found in [8,9].

With the provision of multi-modal access, multi-device capabilities, and synchronized content and services, users are able to choose freely the right  mode and  appropriate device for a given task and situation and therefore they can freely take advantage of the modality or device that is the best suited for a particular interaction in a particular situation. This is the main value proposition of multi-modal and multi-device services. 
Multi-modal and Multi-device services enable the user to combine several modalities or devices (generically different access mechanisms) to access information while on the move and to alleviate the pain incurred to enter data using small portable mobile devices .The user experience is thus optimised by selecting the most appropriate access mechanism for a particular interaction in a particular situation/context.

Multi-modal and multi-device applications enable reliable access and interaction to information anytime, anywhere, anyhow, independently of the activity or environment, especially when using small portable mobile devices . 

Multi-modal and multi-device applications provide a compelling user interface which exploits the advantages of each modality or devices types without being constrained by their limitations, for example, talking is easier than typing, but reading is faster in some conditions are more appropriate than listening, etc....

Examples of Multi-modal or Multi-device services include: (non-exhaustive list)

· Communication assistance (Name dialling, Service Portal, Directory assistance)

· Information retrieval (e.g., obtaining stock-quotes, checking local weather reports, flight schedules, movie/concert show times and locations)

· M-Commerce and other transactions (e.g., buying movie/concert tickets, stock trades, banking transactions)

· Personal Information Manager (PIM) functions (e.g., making/checking appointments, managing contacts list, address book, etc.)

· Messaging (IM, unified messaging, etc…)

· Information capture (e.g. dictation of short memos)

· Navigation (car navigation service)

· Games

· Location – based applications 

· Adhoc / dynamic network applications (e.g. Dynamic use of kiosks / wall mounted displays / phones / PDAs).

· Remote-control application (multi-modal remote control, multi-device remote console)
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Figure 1 illustrates the most user experience today, versus a multi-device space where users can interact with  more than one display, and the presentation of information using multi-modalities  which influences the users’ perception ,  and  comfort.

Multi-modal and multi-device interaction is gaining great interest in the industry. Different standard bodies are addressing it:

· W3C Multi-modal interaction working group; expected to address the authoring of multi-modal and multi-device applications as well as some high level architectural and execution model considerations

· WAP Forum – WAE: Definition of a DOM-MP interface and remote interface to allow synchronization of a WAP user agent

· ETSI STQ DSR (Aurora) – Promotion of a reference architecture and protocol stack for DSR (See [2] for more details) and multi-modal reference architecture, that relies on DSR. 

· IETF . SRCP: Speech remote control protocols to enable several thin client configuration of multi-modal browsers that are key for mobile / 3G deployments.
1
Scope

This Technical Specification defines the stage one description of Multi-modal and Multi-device services and applications over 3G infrastructure.
 Stage One is the set of requirements  seen primarily from the user’s view point  and its home environments.

This technical specification includes information applicable to network operators, service providers, terminal and network manufacturers to support Multi-modal and Multi-device applications..

This TS contains the core requirements for the Multi-modal and Multi-device  services and applications

Multi-modal and multi-device is an optional feature in a 3GPP system.
2
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3
Definitions, symbols and abbreviations

3.1
Definitions

Access Mechanism: a combination of hardware (including one or more devices and network connections) and software (including one or more user agents) that allows a user to perceive and interact with the applications using one or more interaction modalities (sight, sound, keyboard, voice etc.). 

Automated Voice Services:  Voice applications that provide a voice interface driven by a voice dialog manager to drive the conversation with the user in order to complete a transaction and possibly execute requested actions. It relies on speech recognition engines to map user voice input into textual or semantic inputs to the dialog manager and mechanisms to generate voice or recorded audio prompts (text-to-speech synthesis, audio playback, …). It is possible that it relies on additional speech processing (e.g. speaker verification). Typically telephony-based automated voice services also provide call processing and DTMF recognition capabilities. Examples of traditional automated voice services are traditional IVR (Interactive Voice Response Systems) and VoiceXML Browsers.

Delivery Context: a set of attributes that characterizes the capabilities of the access mechanism and the preferences of the user 
Device: a physical means for delivering and receiving with an application; an apparatus through which a user can perceive and interact with an application.

Device-independent Services: services that can run on several types of devices 

Dialog manager: A technology to drive a dialog between user and services that they be device-independent, mono-channel or multi-modal / multi-device.

Distributed Speech Recognition: A generic framework to distribute the audio sub-system and the speech services by sending encoded speech between the client and the server. For the uplink, it typically relies on DSR codecs optimised for speech recognition: acoustic features are extracted and encoded on the terminal. 

Multi-modal : denotes more than one interaction mode by relying on a combination of multiple input (e.g. key, stylus, voice, …)  to access and manipulate information on the move and  to enable the most convenient  output (display, tactile, audio ) at the discretion of the user/ terminal capability.  

Multi-modal browsers are multiple user agents that render different modalities (e.g. GUI browser and Speech Browser) to be  simultaneously available and synchronized for the user to interact with the application. These different user agents may be located on  the  same UE.

Multi-device applications  denote the capability to interact with a particular application over a number of physical devices with browsers being synchronised with the MT  accessing  3G services. These browsers may support the same (e.g. GUI) or different modalities.

3.2
Abbreviations

For the purposes of this document the following abbreviations apply:

     
DOM – Document Object Model

DSR – Distributed Speech Recognition


DTMF – Dual Tone Multi-Frequency


IETF – Internet Engineering Task Force

IMS – IP Multimedia Subsystem

IVR – Interactive Voice Response system

MM/MD – Multi-modal and Multi-device
MVC – Model View Controller
PIM - Personal Information Manager 
      SOAP – Simple Object Access Protocol

URI – Universal Resource Identifier

4     General 
Requirements

For the sake of brevity, Multi-modal and Multi-device services  are referred as  ‘MM/MD’ services for this TS.

1. The MM/MD applications proposed must apply to Circuit Switched (CS) domain as well as IMS.
2. The functionality proposed must apply to the Packet Switched (PS) domain. 

3. The user shall be able to control/decide  the set of the multiple devices  or modalities within the  user equipment combination.

4.  Multi-modal or multi-device services shall be able to rely on UMTS services provided independently by different companies

5. Applications using the same interface must be able to handle contention: multi-modal or multi-device application shall not interfere with on-going calls set up by another application without authorisation by  the user

6. Multi-modal and multi-device applications  shall  be able  to support  sequential multi-modal or multi-device interactions for example for deployment on network that do not support voice and data simultaneously. In this case, on-going interaction with an application in one modality or on one devices can be suspended and resumed on another device or using another modality.  Applications shall comply with user’s preferences.   

7. MM/MD services  shall be offered by the network operators or by third party service providers.  In both case, it shall be possible to to charge for usage and the services.
8. MM/MD shall be offered over the IMS.  The protocols used for the multi-modal synchronization and optional DSR front-end parameters (from terminal to server) [2] and associated control and application specific information shall be based on those in IMS.
9. 3G MM/MD services will be coordinated with the by WAP and W3C: same synchronization mechanisms (W3C, WAP Forum), use of W3C multi-modal authoring approaches and same execution model.
4.1
 Basic Principle

A basic architecture and flow for multi-modal interactions is described in [8,10]. Accordingly:
1. Distributed MM/MD configurations will be established by relying on a registration and configuration mechanism. 

2. Local (fat client configurations) MM configurations depend only on the client; expect when they rely on DSR capabilities to distribute the speech engine functions [2].
3. Synchronization is performed using a synchronization manager and following the MVC principle as described in [8,10]
4. Depending on users preferences or network provider settings, the configuration may be automatically established upon connection to the network or require manual requests from the user. 

5. In any circumstance, emergency calls shall override all applications in progress

6. ME is the central controller of internal and external events according to the user’s preferences and  external environment
4.2
User Requirements

1. Users of the multi-modal and multi-device services shall be able to initiate voice communication or access information through user agents on one or multiple devices.. 
2. Users of Multi-modal and Multi-device services shall be able to initiate multi-modal and multi-device sessions from one or multiple devices (for example by entering a URI in a user agent, by dialing a phone number or by entering an IP address (possibly with a protocol identifier) for voice accesses).  
3. The user shall be able to initiate an interaction through any available device or modality. The user shall then be able to use other devices or modality sequentially or concurrently. 

4. The user shall be able to add or remove new modalities or devices while interacting.
5. The user shall be able to select the most appropriate modality or device for a particular type of interaction at a particular moment and in a particular situation

4.3 Information during the MM/MD session

We refer to [8,10] for a discussion of an architecture and approach principles to deploy MM/MD services. 
1. User agents must provide an interface to provide access to the interaction events (e.g. DOM events that result of the interaction of the user with the application through the user agent) and allow external manipulation (e.g. DOM L2 or L3 mutations or simply presentation update (e.g. page update via push)). 
2. Time stamped events shall be considered.

3. In distributed configurations, the different terminal user agents and servers to be synchronized shall exchange synchronization information with the synchronization manager. 

[Note: bullet 3  includes synchronization events and synchronization instruction. For example SOAP can be used to implement remote DOM manipulations. The implementation should aim at minimizing synchronization delays. In distributed configurations that rely on DSR, DSR payload and control will be exchanged between the client and the server. ]

4.  Multi-modal and multi-device applications can be available:

· On the terminal (e.g.  Fat client configuration in [8])

· On a server (e.g. web server) and therefore downloaded to the synchronization manager that then distributes to the different registered user agents.

5. Dynamic multi-device interactions may require periodic replication/synchronization of the state of the synchronization manager between different devices or devices and server-based synchronization manager. 
6. In sequential mode, suspend (e.g. virtual submit of the information already provided) and resume (e.g. push) messages may also be exchanged. 

4.3
Control

1. It shall be possible to use MM/MD sessions in order to provide access to MM/MD services. For example applications might use a MM/MD session to access and navigate within and between the various MM/MD services by interacting through the different available devices and modalities. 

2. It shall be possible for network operators to control access to services based on subscription profile of the users.

3. MM/MD session can access mono-channel applications, provided that the MM/MD session involves a user agent that supports the corresponding application / presentation format.

4.4
User Perspective (User Interface)

1. The user’s interface to this service shall be via the UE (through voice and/or in GUI user agent). Other modalities (e.g. handwriting input) can be considered.
2. User can mix and match interaction in different modalities or on different devices.  Modality should include Voice and GUI and may include handwriting / stylus.

3. Multi-modal and multi-devices environment shall be able to  improve the ease-of use across human facing application domains in order to  assist and please the user in the best way.

4. Multi-modalities shall  offer the potential for improved productivity, user satisfaction, user accuracy, and application reliability. 

5. The combination of multi-modal and multi-device applications shall allow the flexibility for  the user  to take advantage of the best features of each device or modality for applications that can be delivered "anywhere and anyhow". 
6. The user shall experience seamlessly switch between browsers at any time as programmed in the user’s profile or possibly as imposed by the MM/MD service and be provided the following facilities :

· Dynamic registration and disappearance of numerous views, 

· Synchronization of browsers (in same or different modalities) as needed, 

· Allow any level of synchronization granularity.

7.     The user interactions  shall be able to overcome numerous shortcoming s of the user interfaces today available for mobile interfaces like for example:

· Difficulty of data entry on small devices and smart phones

· Recognition errors (possibly blocking) of automated voice services

· Seriality of voice output 

8. The user shall be able to add or remove new modalities or devices while interacting (dynamic).
Etc
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Figure 2 - The basic hierarchy of a user's multi-modal and multi-device needs

At the most primitive level users need to get their applications on a variety of performance enhancing devices. As the proliferation of these anywhere applications grow, reliability, independence of user situation, and then ease of use will become the necessary ingredients to increase the user efficiency. The continuing expansion of application capabilities will lead toward the ability to create and deliver personalized tailored solutions that fulfill user needs.
5
Interaction Requirements

In addition to the capabilities required for IMS sessionsor DSR sessions in distributed case that involve voice, the following MM/MD-specific capabilities shall be required in the UE and network:

· Support by UE and network of multi-modal synchronization protocols.
· User agents on UE with a MM synchronization interface (interaction events and user agent external manipulation / presentation updates) to support the mechanisms described in [8,10].
· It shall be possible to time stamp and exchange time stamped interaction events.

· Mechanisms to register, configure and disconnect distributed MM/MD configurations shall be supported.
· It shall be possible to deploy multi-modal user agents on the terminal (e.g. fat client configuration).

· It shall be possible for the network to distinguish a MM/MD service from other voice or data calls (e.g. for charging purposes)

· Multi-modal interfaces shall allow multiple user agents that render different modalities (e.g. GUI browser and Speech Browser) to be concurrently available and synchronized for the user to interact with the same application. 

· A synchronization manager shall be  available to synchronize the user agents / browsers, to present them with synchronized view of the same application according to the MVC principle described in [8,10].

· The synchronizer shall be located on the MT or in the network. It is also possible to have it  located on another TE. 
· It shall be possible for the same MM/MD service to  be accessible on more than one user agent enabling the following:

1. Enable the view of the same application (single information source or same transaction) via different user agents  concurrently.  
2. Synchronise different user agents connected to the same synchronizer:
· Generate views of the application adapted to each user agent to be synchronized
· Collect interaction events from the different synchronized user agents
· Coordinate the different views on the different synchronized user agents and reflect the updates of the interaction state across the different user agents views  
· 
Enable dynamic connect and disconnect of different views (sequential use or discovery, registration etc…).
3. Synchronization of user agents shall allow any view update generated by user interaction or backend update results into an update of the other views. It implies that:

· User agent(s) exposes access to the user interaction events

· The device that hosts the user agent are able to transmit these events to the synchronizer 

· User agents through their host device can receive updates from the synchronizer.
· Updates result into update of the user interface rendered and interacted with by the user.
4. The synchronization manager shall be able to synchronize the different user agents and:

· Able to receive interaction events from user agents

· Able to generate adapted updates / presentations for each user agent based on received interaction events.

· Able to push updates to the different user agents

5. Enable changes of configuration:

· Addition or removal of views

· Change of the location of the synchronization manager,

· and therefore possible replication of the state of the synchronization manager between the different ‘configurations”.
6. Enable mechanisms for the synchronizer to identify the delivery context: characteristics of the view to generate and synchronize.
7. User agents shall be able to transmit and describe their properties (delivery context)

· To understand the properties and use this information to generate presentations and updates coordinated with  other  user agent.

8. The voice channel may be provided as CS instead of IMS and still allow sequential or concurrent synchroniation of the modalities.
6.
Administration

MM/MD services may be provided by the network operator (home or visited) or by third parties.  

The administration of the MM/MD services shall be under the control of the network operator. But when decided to do so by the network operator, it should be possible to the third part providers to administer the MM/MD services them selves through the gateway that they would connect to IMS. In such case, the third part provider performs all the administrative steps and no registration would be required with the network operator.

6.1
Authorization

Authorization for use of MM/MD services shall be under the control of the network operator. It shall require authorization of the connection to IMS.

The network operators can provide MM/MD services or they can only provide the network that connects users to MM/MD services provided by third party application service providers. The network operator shall be able to permit or prevent access to a third party service. This requirement shall be treated as equivalent to allowing or prevent access to some phones numbers (IMS voice sessions) or internet services (domains for example in WAP data access). 

The network operator shall be able to administer the authorization of a DSR automated voice service on a user basis as well as on a service basis (e.g. authorize access to all users or prevent access to all users).

It shall be possible for the operator to provide for the user:


o
Authorization to access a particular "address" (e.g. 3rd party MM/MD service)


o
Authorization to use a service that the operator authorize access to when the 3rd party operator wishes to rely on the operator to control this access 

It shall be possible for the third party provider to authorize usage of its services based on the identity of the user. 



6.2
Deauthorization

Deauthorization for use of MM/MD services shall be under the control of the network operator as for the authorization described in section 6.1.



6.3
Registration

Authorized MM/MD services register their address with the IMS upon authorization of the service. Authorized MM/MD service can then be reached by the user by initiating a session as described above.. 


6.4
Deregistration

Disconnection from the IMS shall prevent the use of the MM/MD service. Deregistration may be decided by the third party provider.
6.5
Activation

Once authorized and registered a DSR automated Voice service is deemed activate as for other IMS services. 
6.6
Deactivation

Deactivation shall be done by deregistering the services (operator or service provider initiative) or by refusing to initiate DSR session (service provider initiative). 
7.
Service Provisioning 

The MM/MD Service shall be able to be provisioned by either the network operator (roaming or home) or by a 3rd party service provider.
It shall be possible for network operators and 3rd party service providers to offer MM/MD Services by providing identity of service, such as a phone number, an IP address or a URI that the user can enter or select on the terminal.
The MM/MD Applications  shall be able to be provisioned by either the network operator or by a 3rd party service provider.
It shall be possible for network operators and 3rd party service providers to offer MM/MD Services by providing identity of service, such as a phone number, an IP address or a URI. 

MM/MD applications are expected to be authored and served to the synchronization manager / user agents in standardized manners. Declarative (XML) multi-modal activities are expected to follow the specification currently developed at the W3C.

8.
Security 

The “Security Threats and Requirements” specified in 21.133 [1] shall not be compromised.

It shall be possible to deny unauthorized access to the 3GPP MM/MD Applications. An authorization may be based on the following,

· identity of the accessing user agent, server or device 

· the destination user, device or user agent

Third parties shall have authorization from the User and PLMN Operators in order to access the 3GPP Distributed MM/MD Service. 

In distributed cases, special attention will be paid to the synchronization mechanism (remote manipulation of the terminal/user agent), so that 21.133 [1] shall not be compromised.
9.
Privacy

MM/MD privacy requirements shall be at least as good as for IMS voice or data sessions [12]:


- It shall be possible to encrypt speech and speech meta-data exchanges

- It shall be possible to prevent exchange of the user's true identity, location and other terminal or user related information when required.

MM/MD services, may imply that the service provider collects information about the user or usage. This information should be treated according to the policies in place for data and voice (e.g. human to operator or human to automated service; WAP, IMS data access) services. The MM/MD services shall not add additional privacy risks. 


10.
Charging

The user can be charged for sessions with the MM/MD Service in a variety of ways. The following shall be possible:
a) By duration of session (including “one-off” charge/flat rate)

b) By data volume transferred (number of packets) or other similar criteria.
c) By subscription fees for the service (unlimited usage or unlimited usage up to a point and then per-use fees)

d) Free (e.g. with the service being subsidised by advertising revenue from advertisement spots). 

MM/MD shall be available to pre-paid and post-paid subscribers.
It shall be possible for the network operators to provide 

o
Billing for traffic on the network (knowing that it is a MM/MD session)

o
Billing for usage of the service; for services provided by third party that request this service from the operator 

It shall be possible for third party service provider to:

o
Pay the network operator for the traffic on the network (knowing that it is a MM/MD session)

o
Bill the user for usage of the service
11.
Roaming

The user shall be able to utilize the MM/MD Service when roaming in any IMS compatible mobile network. 

The capabilities of the MM/MD  Service shall be available in the roamed-to network in the same manner as in the home network, within the limitation of the capabilities of the serving network. 

12.
Interaction with other services

The voice channel may be provided as CS instead of IMS and still allow sequential or concurrent synchroniation of the modalities.
When connected to the IMS, other IMS services are available to the user through the terminal.
Other services (non IMS voice etc..) may be available with or without disconnecting from the IMS.
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