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1. Introduction

There has been a lot of push architecture oriented discussions in the Ad-hoc sessions on push services, most recently at 3GPP joint S1/S2/T2 meeting held in London, 5th-6th July 2001. The main architecture contenders have been:

· Always on approach

· SMS initiated PDP context

· Network Requested PDP Context Activation

The aim of this contribution is to define a context for various architectures and to bring out key requirements that must be met by the network - for push services to be viable. We quantify the expected network load of two use scenarios with very different push services and loading profiles:

· Mobile terminals, which typically can have frequent use of a multitude of push services, associated with the user of the device. Some example services discussed include email messaging, advertising, paging, profile based alerting, news bytes etc.

· Fixed terminals, which are typically have limited functions and would have a limited set of infrequently used push services associated with them. Some example services discussed include vending machines, automobiles, road information signs, meter readers, surveillance cameras, telemetry equipment etc.

2. Discussion

Key differences between the Mobile and Fixed terminals include:

· Distribution within the network: One sample network may support 10M users having mobile terminals and 100M fixed terminals

· Frequency of use: A typical mobile terminal may have upwards of 100 pushes per day, while a fixed terminal may have under 10 pushes per day 

· Mobility related network overhead: The need to manage flow control to terminals that are in intermittent coverage, powered off or frequently changing their push profile based on presence settings in their user profile

· Terminal power requirement: The need to aggressively manage battery resources on a mobile terminal, for good user experience versus unlimited power on a fixed terminal

This translates to this sample network needing to deliver 1B pushes/day to mobile terminals and 1B pushes/day for fixed terminals. The actual data that needs to be pushed may be as small as 10’s of bytes and the challenge for the signaling method would be to reduce overhead compared to the size of data transmitted.

The issues that need to be addressed by Push Architecture include:

· Timely and cost effective deliveries of push messages: To ensure a good user experience for both mobile and fixed terminals. We feel that the current signaling mechanisms in GPRS are very time consuming, expensive and resource intensive to support the use cases described earlier.

· Conserve Network Services: Every attempt should be made to keep the demands on sender and receiver small for pushing information to mobile devices.  Each data reception and especially each data transmission by the mobile device are extremely expensive on battery resources.  Therefore the ability to push should involve the lowest possible number of handshakes with the mobile device.  The implications are that a low overhead will promote push services that have to push a small amount of data, as well as those that push a larger amount of data.  Push services should make use of the GPRS data channel so that larger messages don't consume larger number of SMS-like handshakes.

· Network Behavior Demands: Any user trying to transmit or receive data with the network must be closely monitored for flow control and good behavior.  To help create and monitor behavior of users, the network must provide adequate feedback to all users so that the expectations of the network are met.  For example, a service trying to push data should be told about mobile presence information, i.e. it should be given out-of-coverage, unavailable and congest notifications.  The network should be able to 'pace' information being delivered to each mobile device so that one mobile does not consume too much network bandwidth.  The behavior of fixed user services to events like 'congest' need to be clearly defined so that fixed user services cannot contribute to network problems like congest as they are happening.

· Reducing 'overhead' traffic in the network is very important:  When end-to-end services are defined there are many overheads added to make up for the lack of information available in a network like GPRS.  The lack of information about the location/availability of the mobile, the lack of information about whether a packet was delivered from the base station to the mobile are key pieces of information that can dramatically reduce 'management or overhead' packets.  For push services, and data delivery in general, all efforts should be made to cut back on wasted bandwidth by offering the users on the network a wide range of feedback and delivery options.  One such delivery option would be to have a network retry on the packet, which would have positive effect if the mobile were only temporarily out of coverage at a given point in time.

· Network Security and Billing can be supported at the network interface level:  Careful management of APNs will allow for push-based services to be defined.  Push services that get complaints lodged against them can have their access rights to the network granted or revoked.  When dealing with 'network based' services or Internet-based services there might be some differences in how problems are dealt with.

A network related loading issue but possibly not an architecture issue is the scheduling of services for fixed terminals. Services like monthly meter readings or end-of-day reporting from fixed terminals need to be load balanced so as not to overwhelm the network at specific times of the day or month. 

· A push request from an application server (request/response mechanism) is one way for the network to load balance such services

· Terminal initiated requests specifying a particular QoS may be another way. For example a PDP context is handed out to a particular device when the network has capacity to handle the request. However, this may not be timely delivery of information from the terminal to an application server in case of network overloading.

3. Conclusions and Recommendations

Push services, once successful, have a dramatic impact on network loading and a need for scalability. Current user generated “pull” requests are self-limiting and we have seen tremendous loads generated from application server based “push” requests, which may overwhelm networks. This scenario is like the overwhelming of stock exchanges once automated stock trading was permitted. 

RIM feels that it is necessary to discuss the key issues described above and create an architecture that addresses them. The architecture should support:

· A lightweight, efficient and fast signaling and data exchange mechanism at its core

· Good presence information availability

· Network status and delivery status information

· Network security and billing interface information

