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1
Introduction 

The intention of this contribution is to clarify what is appropriate material related to privacy, trust and availability to put into SA WG1 documents. In reaching conclusions on this, S1-010457 - Further additions and improvements on 3G TS 22.141 v0.1.0 (2001-0x), S1-010374 - Proposed draft 0.5 of TS 22.121 from Sophia Antipolis, the current draft of TS 22.127 - Service Requirements for the Open Service Aspects (OSA), and S1-010456 – Privacy, Trust and Availability discussion are examined. 

Responses to the issues raised in S1-010456 are given in section 3 of this document. In this document references are often made to “system design” in citing good practices. Although 3GPP is not designing systems, the specification of standards that relate to those systems ought to be subject to the same care (if not more) and should not adopt practices that are known to always lead to the design of poor systems.


2
MATERIAL TO BE INCLUDED IN 22.141

In section 5 (Technology Neutrality) S1-010456 makes the following recommendation:

Privacy should be solved in a common and transparent manner for all 3GPP services and devices in order for the user to experience a common privacy “look and feel” among different 3GPP Services.

As such, we recommend that the Presence working group delegates this important task to SA WG3 since this working group (SA WG3) is the chartered 3GPP working group to deal with security issues for all 3GPP.

This was the argument used at the Seattle meeting to argue against including material proposed by ETSI STF 180 (as noted in the minutes S1-010323). It is clear that SA WG3 are the body with responsibility for these issues, but this does not mean that privacy and security requirements should not be mentioned in drafts of SA WG1’s Service Requirements documents. Including relevant requirements in these documents gives SA WG3 material on which to base generic solutions that will satisfy all identified needs.

Examining a number of documents that are of particular interest to ETSI STF 180 has shown that those responsible for drafting these documents clearly seem to see the need to address security and privacy. TS 22.127 (OSA) has a large “Trust and Security Management” section – it is clear that OSA could not be correctly specified without such capabilities and it is also clear that putting them in a separate document produced by SA WG3 would not be helpful. The latest proposed VHE draft contains a (yet to be drafted) “Security” section and it also includes a very relevant “Security of the User Profile” section in which issues such as “authentication of the sender”, and the possible employment of trusted third parties to provide authentication of identity. These are very detailed security and privacy related requirements. But, of most relevance to the Presence issue is S1-010457, which adds a completely new “Privacy” section to a proposed draft of 22.141 and greatly expands the “Security” section. What is so very surprising is that the source responsible for making these major additions related to Privacy and Security is the same source that made the above recommendation on passing all responsibility for dealing with Privacy issues to SA WG3.

I believe that the additions included in S1-010457 are very much in the right direction and cover many of the rejected points raised by ETSI STF 180. In order that the conflict between stated policy and actual behaviour of SA WG1 can be resolved, I propose the following wording to be agreed and adopted by SA WG1:

SA WG1 can, and should, include all requirements in its Service Requirements documents that it feels are necessary to completely address all essential aspects of the service. SA WG1 should consider removing requirements that relate to the chartered responsibility of other SA WGs when it can be assured that the requirements stated in stable documents from these other WGs fully meet the requirements stated in a WG1 Service Requirement document. 

Such a statement should ensure that 3GPP SA does not omit essential requirements from its documents because one WG assumes that another WG will provide suitable requirements in its output. In this case, important privacy, security and trust issues will not be overlooked because it is assumed that WG3 will (in the future) cover all of the issues in its work.

3
Response to issues raised in S1-010456

3.1
INTRODUCTION

The numbering of the sub-sections in section 3 corresponds to the sections in S1-010456.

3.2
Privacy and trust

S1-010456 makes some very sound statements about the issue of ‘trust’, ‘privacy’ and ‘availability’ in response to the points made in response to S1-010321 from ETSI STF180. Fortunately, the majority of those statements are not in dispute and can be taken as agreed.

In the “Privacy and Trust” section (2) the statement:

The philosophy is based on the idea that a user consents to the collection of his personal data by another human/site (both the PLMN and the Open Profiling Standard are both intended to provide for secure communication of the personal data) provided that the person’s/sites declared privacy practices, such as the purposes for which the personal data are collected and whether or not data are used for secondary purposes or passed to third parties, satisfy the user’s requirements.

is undoubtedly correct. For this to be realised it would be necessary that:

a)
all people/sites wishing to collect data declare their own privacy practices;

b)
that users can access these declared practices;

c)
and that the privacy practices clearly express information that users can use to make decisions.

or something similar.

These are assumptions that are not expressed in the current draft of 22.141 but S1-010457 does include statements very similar to this. 

It is recommended that requirements related to privacy policies/practices similar to those in S1‑010457 are included in 22.141.

3.3
trust and privacy of entites outside the plan

The statements:

Human trust, human authentication, dissemination of user information by third parties/applications and other related issues are out of the scope of the 3GPP.

Issues of trust and privacy of entities outside the PLMN (e.g. humans, billing agreements, clearing houses, etc.) is obviously outside the scope of 3GPP.

The above mentioned issues are usually handled by bilateral agreements between the Service Provider the subscriber, 3rd party application providers and are subject to various Public and National policies 

sound sensible – certainly standards cannot control the way in which people behave with information which they obtain. 

However, further analysis shows that there are potential system design solutions to some of these issues. For example:

a)
presence identifiers linked to certificates issued by a suitably authorized body (e.g. a body licensed to issue national passports) can significantly enhance “Human trust, human authentication” (this is an approach being taken with the ETSI STF180 approach to UCIs). The choice of suitable presence identifiers is surely not “out of scope of 3GPP”;

b)
“dissemination of user information by third parties/applications” can be significantly reduced if certain information (e.g. the mobile number I don’t want publicized) is only sent to certain types of watchers (e.g. watchers that are part of the infrastructure of a network or service and that only get involved in the set-up and management of communication) and not to watchers that directly represent potentially unknown individuals. This approach is being investigated within STF180 and will probably lead to a new requirement for a new watcher-like elements within UCI based systems and a change to the message flows between elements. These changes to the base architecture would not have been considered if the human trust/authentication requirements were not addressed during the overall system design phase. Surely, again, standards that propose system designs that minimize the handling of private information by less-trusted watchers is not “out of scope of 3GPP”;

c)
although the trust and privacy of entities outside the PLMN cannot be mandated by 3GPP, 3GPP can place minimum expectations of what it expects to know about those entities before private information is shared with them. If 3GPP believed that users of systems designed to its standards must be able to access the privacy policy of watchers within its systems, it would be perverse not to state that -  “sharing of information with less-trusted external watchers should only be done if similar assurances can be obtained to those from internal watchers (not necessarily using exactly the same methods as 3GPP)”. The text of S1‑010457 seems to capture this viewpoint quite well.


“Trust” does need to be considered throughout the drafting of 22.141 to ensure that aspects of “Trust” related to the design of a Presence Service (rather than aspects such bilateral agreements) are not overlooked.
3.4
user privacy preferences

The statement that “3GPP does not and cannot ensure that the policies are followed” is beyond dispute. However, this section goes on to give a very good example of where other bodies, such as W3C’s P3P, are trying to “provide the capabilities for user to express his/her ‘say’ with regards to his/her privacy preferences”. P3P provides an excellent attempt to directly support privacy protection in the domain of Web sites. Hopefully 3GPP can work with, or emulate, these bodies to provide something that will work within its domain.

Again, S1‑010457 makes statements related to privacy preferences very similar to those proposed by ETSI STF180 and therefore appears to represent good initial text on the document.

3.5
technology neutrality

I agree entirely with the sentiment of the first two paragraphs – with one comment. The statement “provided that privacy and safety risks are addressed through regulations” describes only one way to address these issues – careful system design (delivered through clear and comprehensive standards) is what 3GPP should be focussing on as the most beneficial method by which the risks and the need for regulation can be minimised.

The response to the final paragraph of this section is contained in the recommended way forward proposed in the first section of this document (and the way S1‑010457 handles the issue appears to conform to that approach). 

3.6
Availability

Section 6 (Availability) very effectively describes how availability works in current Instant Messaging scenarios – where there is no real concept of a separate Presence Service. My concern is that at step 3,  “Basic availability”, the user is available to be reached by services – this presumably includes the Presence Service(s)? Can it be assumed that there will be no applications that can directly convey the presence information to other users? If not, anyone using such a Presence-based application could identify that the person had their computer switched on and connected to the Internet. It is surely only availability control at the level of the Presence Service itself that can reliably control who sees this information.

If the above possibilities exist, then availability is not simply related to “being reached … using the same form of communication”. In the above scenario of people being aware that a person is connected to the internet, gives them the expectation to be able to communicate with the person by any internet related means of communication: IM, email, SIP telephony, etc. (although in reality the person may be connected but not present).

Providing users with applications and service that utilize Presence capabilities without those users being able to control their availability across a range of services is unlikely to be useful and may prove to be harmful to the interests of users. Until it is understood whether users’ management of their availability should be a part of a Presence Service or whether it can be effectively provided by other means, the topic should still be within the scope of the 3GPP Presence activity. 

4
CONCLUSION

It seems that there is much agreement on fundamental privacy, trust and availability requirements, but some significant confusion on what should be included in WG1’s output (22.141). 

ETSI STF180’s suggested addition of a “Trust” section to 22.141 was rejected on the grounds that the material covered was the responsibility of WG3. S1-010456 uses similar grounds to argue against much of the ETSI STF180 material included in S1-010321. However the source behind S1-010456 then very successfully included material that has strong similarities to large parts of the ETSI STF180 proposals in S1-010457.

It is suggested that the policy for deciding what to include in 22.141 proposed in section 2 of this document is adopted. In this spirit, it is suggested that it is considered appropriate to include much of the material in S1‑010457 in a revised draft of 22.141. If the policy in section 2 is not accepted then, regrettably, much of the new material in S1‑010457 must also be rejected.

