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Classification of WI and linked work items
2.1
Primary classification

This work item is a … 
	
	Feature
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	Work Task
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	Study Item


2.2
Parent and child Work Items 
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2.3
Other related Work Items and dependencies

{List here other Work Items which relate to the proposed one but are not part of the hierarchical structure.}

	Other related Work Items (if any)

	Unique ID
	Title
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3
Justification

The current communication network is in the era of 5G-A. It has become the consensus of the industry that Integrated AI with Communication is one of the key study topics in 5G-A and beyond. For such scenarios, 3GPP has specified the use cases and KPIs of model transfer in 5GS in TS 22.261. However, to better support network automation, the following aspects needs to be studied in R20 from the perspective of network operator.
· There are services and capabilities that have been supported by the 5GS, where AI could assist the network to provide better user experience, including:
1) Sensing. 

Sensing is to be provided by the 5G-A network as a new service. The use cases and service requirements of sensing have been studied in SA1 R19. One of the major target of sensing is to identify the object and track the trajectory by collecting sensing data, subsequently to expose the sensing result, i.e. the object information, to third-party. AI technology can be utilized to support more accurate target identification. For example, according to an academic study, methods based on deep learning can achieve a 13% improvement in accuracy compared to traditional computer vision methods in a remote sensing object identification task.
2) Energy saving and efficiency. 

Green and energy saving are critical for the 5G system to consider for environmental protection and sustainable development. Some discussion is undergoing in downstream working groups. Apart from existing mechanism for energy saving and efficiency, e.g. to statically or semi statically configure the network to power off some base stations and network nodes in some specific time and location, it is helpful to make it more dynamically for the decision, taking into account the amount of traffic, characteristics of the traffic, subscriber categories who is using the services, energy efficiency requirement and so on, with the assistance of AI technologies.

· New AI based services and capabilities need to be supported by 5GS to provide better user experience, including:
1) Intent-driven. 

So far the network functionalities are composed of all kinds of feature and event driven procedures, including registration, authentication, session establishment, policy control and so on. It is expected that the network can be more intelligent to support intent driven capabilities. e.g. the network can decide the actions when receiving the intent input from the user, and provides instructions to other NFs to fulfil the intent of the user, with the assistant of AI technology. An example could be one person said “provide better service experience” or “the experience is too bad/not good”, the network can collect data, make analytics, and decide to adjust the QoS resource to accelerate network rate. For such scenario, SA5 has specified the definitions procedures of intent-driven management in TS 28.312. But the use cases and KPIs for AI assisted intent-driven capabilities should be studied in SA1.
2) Large model. 

Large model is a popular technology for AI. According to a research of GSMA, large model (such as generative AI) can significantly benefit network operators in network optimisation and related operations in the future mobile ecosystem. But whether and how it can help the network automation to support the above scenarios is unclear at this stage. Thus the use cases and requirements need to be studied by SA1.
· With the continuous advancement of AI technology and the introduction of emerging services, basic AI capabilities need to be introduced by 5GS to effectively support the integration of AI with 5G-A and future network, including:
1) Large volume data transfer.
Large volume data transfer is the basis for some network services and functionalities, such as the sensing data transfer and training data transfer for complex model in 5GC. One potential use case in 5GC is the demand from operators for network support in policy control to enhance the automation capabilities. The network requires a complex model to generate the recommended policies (e.g., text to text generative models), which needs substantial amount of model training data. According to the research results of academic community, the amount of data required for model training is proportional to the size of the model. At least 8G of training data are required to be collected to pre-train and a large amount of other service-specific data to tune a model with 100M parameters, which is currently considered a small-scale model among generative models. Thus the use cases and potential system requirements of large volume data transmission in 5G network should be studied by SA1.

2) Transfer learning

Transfer learning between different entities (e.g. between different networks, between 5GC and 3rd party AF) which share similar data characteristics such as data features and distribution, geographical environmental characteristics of the serving area, etc., is an effective and recognized approach to expedite ML model training process. For example, there is a need for rapid deployment of an autonomous driving model in a prosperous city. The network can automatically select another city with similar traffic conditions and achieve rapid model deployment by transfer learning.
4 Objective

The objectives of the study include:

· Study the use cases and potential service requirements for enhancements to network automation, including:

· applying AI to assist sensing of the object including identify the object and track the trajectory.
· applying AI to assist energy saving and efficiency.

· supporting intent-driven based network automation, such as network rate acceleration and QoS resource adjustment based on the intent input to optimize the user experience.
· applying large models to support automation.

· supporting large volume data transfer between different network entities.
· applying transfer learning between different network entities to expedite model training.
-      Identify KPIs related to enhancements to network automation.
-      Gap analysis between the identified potential requirements and existing 5GS requirements or functionalities.
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7
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SA1
8
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