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[bookmark: _GoBack]Abstract: This document discusses the 9 use cases and associated potential requirements related to terrestrial access aspects captured in TR 22.841 V1.1.0, and proposes to use the revised potential requirements as the basis for consolidation. Additionally, pCR contributions (S1-232222, S1-232223, S1-232224) provide the text proposal for TR 22.841 V1.1.0. With the improvement, they are proposed to be considered for consolidation.
[bookmark: _Hlk513714389]1. Introduction
There are several different terms used in TR 22.841 (i.e. steering, switching, and splitting), which often appear without distinction (e.g. in description, potential requirements) throughout TR 22.841. As these terms have not been defined, they are simply mixed together in e.g. potential requirements. This need to be clarified to understand whether and how each of them is relevant to or/and beneficial for the described problem for each use case, before moving to consolidating the potential requirements. 
Accordingly, this document discusses the 9 use cases (terrestrial access) and their associated potential requirements captured in TR 22.841, and proposes the way forward.
2. Discussion
The terms to be clarified:
· Steering
· Switching
· Splitting
In TR 22.841 they are not described or defined. But in specifications produced by other 3GPP WGs (e.g. TS 23.501) some definitions related to ATSSS can be found as below. 
Access Traffic Steering: The procedure that selects an access network for a new data flow and transfers the traffic of this data flow over the selected access network. 
Access Traffic Switching: The procedure that moves all traffic of an ongoing data flow from one access network to another access network in a way that maintains the continuity of the data flow. 
Access Traffic Splitting: The procedure that splits the traffic of a data flow across multiple access networks. 



The table below lists the 9 satellite-related use cases captured in TR 22.841, and summarizes for each the observation by referring to the above definitions. 
	Use cases
	Captured Description/Service Flow 
	Observations

	5.2 Use case on Inter PLMN Mobility Scenario
	5.2.1 Description
“When outside the coverage footprint of MNO A (but inside the coverage footprint of MNO B), the MNO A subscribers roam on to the MNO B network. As the MNO A subscriber moves in and out of the MNO A coverage, MNO A CN, should be able to switch traffic between the two networks based on the network availability.”
“When inside the coverage footprint of both MNO A and MNO B, the subscribers primarily use MNO A network for services offered by MNO A. However, MNO A can offer simultaneous connection to both MNO A and MNO B for specific services (e.g.: services requiring high data rates) to its premiere subscribers (“golden subscribers”) to get a higher data rate connection by allowing their data traffic to use an extra NR connectivity link from MNO B”
5.2.2 Pre-conditions
[bookmark: _Hlk110938095]“Alice’s UE is a dual (NR) radio capable…
… supporting traffic switching for mobility scenarios”
“…part of MNO A “golden subscriber” agreement includes the use of dual access based on QoS or traffic type, e.g., for high-quality video-calls (supporting traffic steering and splitting).”	
5.2.3 Service Flows
“After reaching home, Alice decides to start the video call… being the “golden subscriber”, the traffic is now steered or split across both MNO A and MNO B network enabling a high data rate…”
5.2.6 Potential New Requirements
[PR 5.2.6-001] contains the wording “…to enable steering and splitting of UE’s user plane traffic (of the same data session) across two different PLMNs…” 
[PR 5.2.6-002] contain the wording “…The 5G system shall be able to support mechanisms to enable switching of UE’s user plane traffic (of the same data session) for seamless mobility from one PLMN to a different PLMN…”
	A1. 
When UE moves outside of MNO A (HPLMN) coverage, it is impossible to do steering or splitting (as they reply on active connectivity to both networks). Only “switching” is possible, and it can be fulfilled by e.g. existing roaming mechanisms - based on the Description,

A2. 
“steering and splitting” in [PR 5.2.6-001] is not clarified as to which is needed for which problems, nor is it aligned with the description (“steered or split”) in Service Flows. 
The service targeted to propose “steered or split” (Service Flows) is video call, however, its stage 1 performance requirements (e.g. video conferencing, MMTel, XR “Gaming or Interactive Data Exchanging”, even Immersive multi-modal VR KPIs in TS 22.261) have already been specified. 

A3.
Inter-PLMN “splitting” lacks clear explanation making uncertain any said performance benefits (i.e. increase throughput for user). 
When both user plane paths are active over two 3GPP RATs simultaneously (UE’s two active NR to two operators’ 5G TNs), the overall performance can be heavily and negatively impacted, if without gNBs involved in e.g.: 
a. simultaneous Rx/Tx band combinations, 
b. interference coordination, 
c. UE Uplink power control, 
d. Configuration failure due to absence of UE capability sharing, 
e. NR Measurement Gaps configuration,
f. RAN-based timely accurate measurement (e.g. gNB measurement is on 10ms level v.s. UE-UPF RTT measurement is on second level), 
g. Etc.
As a result, the likely ramification caused by Inter-PLMN “splitting” includes: call/RRC dropping, UE UL transmission failure, reduced throughout due to severe radio interference. All these factors to heavily degrade performance all need to be carefully assessed and evaluated by RAN experts.  

A4.
Inter-PLMN “splitting” is restrictive:
a. It is only possible when the two PLMNs have overlapping coverage. 
b. It needs PLMNs (even in the same country) to always have (roaming) agreement.
c. Service/data volume that is supposed to be supported by HPLMN will then be split to another PLMN. If MNO A and MNO B have different data plan, how to enable HPLMN to retain customers? Related to this is billing dispute as customers of different operators getting the same service from two operators will be charged very differently. Also, the user will have to bear additional cost when some traffic has to traverse two operators PLMNs (e.g. roaming).
d. All UEs need dual-NR radio capability. For normal UE, there is impact on network selection, etc.

A5.
Inter-PLMN “splitting” (intention: increase user data rate) assumes HPLMN capacity is not enough for the video call service. However, in a normal deployment, MNO A’s 5G TN (NR) capacity should be sufficient. When needed, HPLMN can use already standardized solutions (e.g. Carrier Aggregation, Dual Connectivity) to further increase 5G TN capacity.

A6.
Additionally, Inter-PLMN “splitting” means sharing UE hardware capability in two 5G TNs. Additional hardware is needed in the UE (drawbacks in A3 still apply).

A7. 
Further, “seamless mobility” ([PR 5.2.6-002]) is not an actionable term for service requirement on 5G system, instead the intention should be about service continuity. Note in TS 22.261 has captured the following definition:
service continuity: the uninterrupted user experience of a service that is using an active communication when a UE undergoes an access change without, as far as possible, the user noticing the change. 

	
	Proposals or way-forward:
[bookmark: _Hlk109502195][bookmark: _Hlk109578922]Only consider [PR 5.2.6-002] (switching-related) for consolidation, provided necessary correction below.

[PR 5.2.6-001] The 5G system shall be able to support mechanisms to enable steering and splitting of UE’s user plane traffic (of the same data session) across two different PLMNs each having a 3GPP access network (e.g. both using NR)  and a 5G core network. 
[PR 5.2.6-002] Based on operator policy, tThe 5G system shall be able to support mechanisms to enable for steering or switching of UE’s user plane traffic (of the same data session) for seamless mobility from one PLMN to a different PLMN, each having a 3GPP access network (e.g. both using NR) and a 5G core network. 
[bookmark: _Hlk109582431]NOTE 1: The above requirements assume a single PLMN subscription and a proper business agreement is in place between the two MNOs, including negotiation of specific traffic routing policies and rules. 
Data traffic is assumed to be anchored in the HPLMNs core network.
[bookmark: _Hlk142664126]NOTE 2: Considering minimized interruption of service from user perspective.

	5.3 Use case on Inter-PLMN or PLMN-SNPN scenario
	According to 5.3.1 Description:
A stadium is “served by ad-hoc/in-
venue 5G NR deployment (high-
capacity) from one SNPN or 
PLMN network (MNO-A)”, also 
the PLMN (MNO-B) has 5G 
coverage inside.

5.3.2 Pre-conditions
“Alice is a golden subscriber of MNO-B…
… Alice’s UE is dual (NR) radio capable.
part of MNO-B “golden user” agreement, includes the use of dual access based on QoS or traffic type, e.g., for high-quality video-calls, otherwise MNO-B single access/link should be used.
”	
5.3.3 Service Flows
“Both use single 3GPP access connectivity (via PLMN-B)…
…Alice’s UE registers to NW-A and establishes a dual access connection across the 2 networks. 
Bob’s UE continues to use single access via PLMN-B.”
5.3.4 Post-conditions
“Alice’s video quality was much better than Bob’s.”
	B1. 
This is an “inter-PLMN+SNPN” scenario 
proposing (MNO-B) PLMN’s “golden” user to 
additionally use capacity of a local 5G 
TN(NR) network belonging to another 
PLMN (MNO-A) or SNPN, for to potentially 
increase user experienced data rate.

B2.
Regardless of whether the local 5G network
is PLMN (MNO-A) or SNPN, this use case in 
nature is an “inter-PLMN” case w.r.t. the 
controversial technical viability and uncertain 
impact on performance (e.g. regarding 
“splitting”) – performance impact need to 
be carefully assessed and evaluated by RAN 
experts. 
More details refer to Observation A3, A4, A5 
and A6.


B3. 
When the local 5G network is SNPN, aside
from issues mentioned in Observation B2, 
additional concerns arise regarding “steering” 
and “splitting”, because it contradicts to SNPN 
definition / concept, e.g.: 
a. This will create control-plane interconnection between PLMN and SNPN, implying roaming between PLMN and SNPN.
b. any PLMN service is accessed from SNPN.

B4.
To satisfy the use case (e.g. Post-conditions), 
the premium user just need to switch to the in-
venue local 5G network, as it is already “high-
capacity” (see Description). 

B5.
Based on the description, it might be reasonable to consider transmission of different applications onto different networks.

	
	Proposals or way-forward:
Remove splitting. Revise captured potential requirements as input for consolidation.

[PR 5.3.6-001] Based on operator policy, tThe 5G system shall be able to support mechanisms to enable steering, split and switchtransmission of UE’s one data sessiondifferent applications’ traffic (on a per-application basis)  across over one of the two two suitable 5G networks (e.g., both using NR access) belonging to two different PLMN operators (one of which is HPLMN), or between the HPLMN and a SNPN. 
It is assumed that the HPLMN subscription is used to access both networks, data traffic is anchored in the HPLMN and a proper business agreement is in place among the two network operators, including specific traffic routing policies, e.g., based on geographical location, subscription, traffic type. 

	[bookmark: _Hlk142663417]5.7 Use case on intra-PLMN scenario for XR gaming

	5.7.1 Description
“one PLMN network with multi- 
RAT (NR and LTE ) coverages in 
some hotspot areas.”

5.7.2 Pre-conditions
“part of MNO-A “golden user” agreement, includes the use of dual access (connecting to both LTE and NR) for certain XR service traffic, e.g., for high-throughput, low latency, high reliability immersive service., otherwise MNO-A single access/link should be used.”
5.7.3 Service Flows
“During the game, because many MNO-A users are also sharing the video and pictures using NR RAN, the NR RAN is getting congested. In order to have good user experience, after detecting connection performance is deteriorating in NR network but LTE network is relatively less congested, Tom’s UE and MNO-A CN steer and switch more immersive traffic to LTE RAN to avoid service disruption.”
	
	C1. 
[bookmark: _Hlk142663441]This is an “intra-PLMN (LTE+NR)” scenario.
The target service is XR-video streaming,
however, the user experienced data rate KPIs 
for interactive services (e.g. AR) has already 
been specified in TS22.261 “interactive service 
KPIs”. This use case does not propose 
additional stage 1 requirement for AR/MR 
service.

C2.
[bookmark: _Hlk142663453]NR gNB can support 100MHz channel BW 
v.s. LTE 20MHz. 
5G TN, when properly deployed/scaled is to be 
sufficient for XR service. It does not make 
sense to additioally use E-UTRA BW for 
satisfying XR. 

C3.
[bookmark: _Hlk142663461]It is within a PLMN, it is more reasonable to
consider already standardized solutions 
(e.g. Carrier Aggregation, Dual 
Connectivity-ENDC/NGENDC/NEDC) to 
further increase 5G TN (NR) capacity. 

C4.
Besides, LTE eNBs do not support XR
service.


C5. 
[bookmark: _Hlk142663480]The following statement in Service Flows is 
incorrect: 
“Tom’s UE and MNO-A CN steer and switch
more immersive traffic to LTE RAN”.
Because per Description, as a non-golden user, 
Tom can’t use both access networks, so “steer 
and switch” here is impossible. However, there 
are existing features for UE to “switch” 
between NR and LTE.

C6.
[bookmark: _Hlk142663506]“Intra-PLMN splitting” assumes no 
involvement of Xn interface, but instead merely 
assumes/resorts to policies between UE and 
UPFs. However, for two active radio from UE 
to NG RAN and E-UTRAN, absence of base 
stations’ coordination/involvement makes 
uncertain any said performance benefits.
Instead, performance is likely to be heavily and 
negatively impacted. All of this need to be 
assessed and evaluated by RAN experts. 
Details refer to Observation A3 and A6. 


	
	Proposals or way-forward:
 
[bookmark: _Hlk142664057][PR 5.7.6-001] Based on operator policy and dependent on coverage, tThe 5G system shall be able to support mechanisms to enable dynamically steering, split and switching of UE’s user data of one application across between two 3GPP access networks (e.g., using NR and E-UTRA RATs) of the same PLMN operator, in order to meet the QoS requirement of the data application. 
NOTE 1: Data routing can be based on traffic policies under network operator control, e.g., depending on QoS requirements, or other conditions or restrictions, such as location, time, connectivity conditions of the access network.
NOTE 2: Considering minimized interruption of service from user perspective.

	5.8 Use case on intra-PLMN traffic redundancy (“intra-PLMN traffic duplication”)

	This use case is intra-PLMN with multi- RATs (NR and LTE) having overlapping coverages in hotspots. 
Intention: 
By additionally using LTE to send duplicated user data traffic (traffic sent over NR is duplicated to send over E-UTRA), communication service reliability may increase.

5.8.1 Description
“In certain hot-spot areas, the PLMN core network offers the ability to use the LTE-based RAN to increase reliability performance (on top of NR) by duplicating UE’s traffic across both RANs, e.g., when the NR-based RAN experiences high-load conditions leading to an increase of packet losses.”
	D1. 
There are no gaps identified in terms of existing 
stage 1 requirements, be it a (new) service 
with high(-er) reliability requirement not yet
specified in e.g. TS 22.261, TS 22.104. 
In principle, if such a service is newly 
identified, SA1 should specify the 
corresponding service and performance 
requirements. 
As this aspect is lacking, the motivation for 
“redundancy/duplication” is unclear. 
As a matter of fact, high availability and reliability are at the core of 5G, refer to URLLC for a service that requires high reliability.

D2.
Duplication/redundancy is not the only way to 
achieve reliability. There are other ways to 
achieve reliability such as re-transmission. 
Duplication is a potential solution to satisfy 
both reliability and low-latency. Again, URLLC 
in 5G can be used for corresponding 
services.

D3. 
NR (channel BW 100MHz) and E-UTRA 
(channel BW 20MHz LTE) provide different 
performance in throughput and latency. 
Duplication when taking effect (i.e. app uses 
duplicated pkts via E-UTRA in case of NR 
failure) for reliability imply overall latency to 
be based on E-UTRA. In fact, compared with 
“duplication over LTE”, retransmission 
using NR may perform better (w.r.t.  
reliability and latency). As this is unknown, the 
said performance regarding duplication need to 
be assessed and evaluated by RAN experts 

D4. 
“Duplication” per Description and Service 
Flows entails two active radio (NR, LTE) from 
UE to two access networks. As it assumes no 
involvement Xn interface, the absence of base
stations’ coordination/involvement makes 
uncertain any said performance benefits, 
instead, performance is likely to be heavily and 
negatively impacted. All of this need to be 
assessed and evaluated by RAN experts. 
More details refer to Observation A3, and 
A6

D5. 
It is within a PLMN, it is more reasonable to
consider already standardized solutions 
(e.g. Carrier Aggregation, Dual 
Connectivity-ENDC/NGENDC/NEDC) to 
further increase 5G TN (NR) capacity. The use 
case has not explained why not using this 
approach.


	
	Proposals or way-forward:

[bookmark: _Hlk142515392]No need to consider [PR 5.8.6-001] for consolidation.

	5.11 Use case on inter PLMN scenario for XR service

	In-venue/Ad Hoc 5G NR deployment (high-capacity) from PLMN (MNO A), and PLMN (MNO B) 5G NR coverage in and outside of stadium. 

Pre-conditions: This service allows AR glasses to send real time video stream to the server which is hosted in MNO-A inside the stadium, then the server analyses video, renders with other information and send information back to the AR glasses, so the user can have fully immersive experience. 

5.11.3 Service Flows
“Tom wears his AR glasses… Tom’s 80% of the immersive service traffic is going through MNO_A network while the rest is being steered to MNO-B network”

	E1. 
Scenario: splitting XR traffic + Inter-PLMN 
with both having 5G TN (NR). 

E2. 
“Inter-PLMN splitting” suggests sole reliance 
on policies between UE and UPFs. However, 
for two active NR radio from UE to 2 NG-
RANs, absence of base stations’ 
coordination/involvement makes uncertain any 
said performance benefits, instead, 
performance is likely to be heavily and 
negatively impacted. All of this need to be 
assessed and evaluated by RAN experts. 
Details refer to Observation A3, A4, A5 and 
A6.



	
	Proposals or way-forward:

[bookmark: _Hlk142515399]No need to consider [PR 5.11.6-001] for consolidation.

	[bookmark: _Hlk142066637]5.12 Use case on different VPLMN scenarios








	A mixture of many scenarios, though in essence it focuses on roaming UE accessing two VPLMNs at the same time. 

5.12.1 Description
“Similar scenarios can be extended to the case of a UE/User being in coverage of one or two VPLMNs (or a VPLMN and SNPN), e.g., for UEs roaming abroad.”

5.12.2 Pre-conditions
“BETA’s cameras are equipped with 5G dual radio capable UEs and configured to use both terrestrial and satellite RATs to aggregate real-time video data to be sent/uploaded to their TV broadcast centre connected to the 5G core network.”

5.12.3 Service Flows
“
1) Cameras/UEs are activated, before the event, and registered on the VPLMN(s), in idle.
2) Prior to the race, high-definition video connectivity is established, using a dual 3GPP access session over both terrestrial and satellite RATs. 
3) Video data is uploaded in real-time using data aggregation over the two 3GPP access links.”
5.12.6 Potential New Requirements
“[PR 5.12.6-001] The 5G system shall be able to support mechanisms to enable data aggregation of UE’s user data across two 3GPP networks belonging to the same PLMN, two PLMNs, or a PLMN and a SNPN, where each PLMN is a VPLMN. In case of inter-VPLMN scenarios, user data shall be anchored in the HPLMN’s core network. In case of intra- VPLMN scenarios, user data can also be anchored in the VPLMN, i.e. using VPLMN local breakout.”
	F1. 
For roaming UE, data is transmitted via dual 
NR 5G TNs, which respectively belong to 2 
VPLMNs or to VPLMN+SNPN.

F2.
This in nature is an “inter-PLMN” case 
w.r.t. the controversial technical viability and 
uncertain impact on performance (e.g. regarding 
“splitting”) – performance impact need to 
be carefully assessed and evaluated by RAN 
experts. 
More details refer to Observation A3, A4, A5 
and A6.


F3. 
For roaming UE to access a VPLMN and an 
SNPN, additional concerns arise regarding 
traffic “steering” and “splitting” involving 
SNPN and VPLMN (of a HPLMN roamer), 
because it contradicts to SNPN definition / 
concept, e.g.: 
a. This will create control-plane interconnection between PLMN and SNPN, implying roaming between PLMN and SNPN.
b. any PLMN service is accessed from SNPN.

F4. 
Impact on network selection for roaming UE, as UE will register to two networks (VPLMN+VPLMN/NPN) simultaneously. Also impact on secondary cell selection in both initial registration and mobility scenario.

F5.
Many aspects in [PR 5.12.6-001] are not explained in Service Flows.

F6.
CA/DC are standardized solution for
transmitting data via two NR connections in a 
single (V)PLMN to improve throughput.

	
	Proposals or way-forward:

No need to consider [PR 5.12.6-001] for consolidation.

	5.13 Use Case on Interworking with non-3GPP access










	5.13.6 Potential New Requirements

[PR 5.13.6-001] The 5G system shall be able to support means to transition from a UE data connection related to single subscription using two 3GPP networks to a connection using 3GPP and non-3GPP access (e.g., ATSSS), and vice versa.
NOTE: The 3GPP and non-3GPP access networks are assumed to be managed by the same MNO, and data is anchored in the same 5G core network of the HPLMN.

	G1. 
The starting point of the scenario is that UE already is using two 3GPP RATs. However, the starting point is not clear (e.g. unclear whether it is about “switching”, “steering”, or “splitting”) to further consider interworking with ATSSS. 

G2.
It can be further clarified whether the described problem is about simultaneously transmitting data traffic belonging to different applications to different access networks, with each application onto/via a specific access network.

G3. 
“splitting” suggests sole reliance 
on policies between UE and UPFs. However, 
for two active NR radio from UE to 2 NG-
RANs, absence of base stations’ 
coordination/involvement makes uncertain any 
said performance benefits, instead, 
performance is likely to be heavily and 
negatively impacted. All of this need to be 
assessed and evaluated by RAN experts. 
Details refer to Observation A3, A4, A5 and 
A6.


	
	Proposals or way-forward:

No need to consider [PR 5.13.6-001] for consolidation unless it is clarified which “S” of the three the focus is (by providing information on the problem and benefit).


	5.15 Use Case on access to local NPN services (inter NPN – PLMN scenario)
	5.15.1 Description
“such AGVs may be required to transport the material between multiple sites in a locality where there is limited or no NPN coverage between the sites.”

5.15.2 Pre-conditions
“AGV with identity AGV-A#1 has an on-board UE, which supports dual-3GPP (NR + NR or NR+LTE) access.
… Inside the plant, NPN operator NPN-OP#1, which is a PNI-NPN operator…
… A specific traffic policy for AGV-A#1 to access local NPN data network includes the use of MNO-A’s access network when there is no coverage by NPN operator NPN-OP#1”

	H1. 
“Inter-PLMN+ NPN (NR+NR or 
NR+LTE)” scenario, to meet AGV 
applications’ QoS. However, this problem can 
be easily resolved by extending coverage of the 
NPN. 

H2.
According to the Pre-condition the 
intention is to use PLMN (MNO-A) access 
network when “there is no coverage by NPN 
operator NPN-OP#1”. As UE is out of NPN 
coverage, steering and splitting are not 
possible – should not be considered in potential 
requirements. Because of this, it is only
reasonable for the UE to establish 
communication with the other available 
network when moving out of NPN coverage.

H3.
Technical concerns of “Inter-PLMN splitting” 
 (NR + NR or NR+LTE) apply here, as this use 
case also lacks clear explanation (e.g. of 
splitting) making uncertain any said 
performance benefits. the likely ramification 
caused by Inter-PLMN “splitting” includes: 
call/RRC dropping, UE UL transmission 
failure, reduced throughout due to severe radio 
interference. 
All these factors to heavily degrade 
performance all need to be carefully assessed 
and evaluated by RAN experts.  
Details refer to Observation A3, A4, A5 and 
A6.

H4.
In case local NPN is SNPN, the scenario breaks the principle for SNPN. Because it enables roaming/interconnection between SNPN and PLMN makes the SNPN no more “stand-alone”.
H5. 
In case local NPN is PNI-NPN: 
Per definition in TS23.501 Clause 5.30.3.1:
Public Network Integrated NPNs are NPNs
made available via PLMNs e.g. by means of 
dedicated DNNs, or by one (or more) Network 
Slice instances allocated for the NPN.
A service provided via PNI-NPN is isolated via 
dedicated slice/DNN(s) combination that is 
restricted by the subscription. 
In this study only single subscription applies, 
which means the UE only has subscription to 
NPN. Based on slice isolation principle, the 
single subscription restricted to the PNI-NPN 
slice shall not allow UE to access PLMN 
service (MNO-A). 
Additionally, dedicated 
DNN and/or S-NSSAI are used by PNI-NPN, 
for a UE to access an additional PLMN/slice for 
the same service contradicts to the current 
PNI-NPN and slicing principles; it also 
enables roaming (e.g. national) from NPN to 
PLMN.


	
	Proposals or way-forward:

As the scenario is based on “no NPN coverage”, switching may be considered during 
consolidation.


	5.16 Use Case on set of devices accessing local NPN services (inter NPN – PLMN scenario)access networks
	Same as 5.15, but here it is extended to a group of UEs (AGVs).

	G1. 
“Inter-PLMN+PNI-NPN (NR+NR or 
NR+LTE)” scenario, to meet AGV 
applications’ QoS, while the AGVs work 
together. All the Observations (H1 to H5) of 
5.15 apply to 5.16.

G2. 
The concerns refer to “Inter-PLMN splitting”, 
which lacks clear explanation making 
uncertain any said performance benefits. the 
likely ramification caused by Inter-PLMN 
“splitting” includes: call/RRC dropping, UE 
UL transmission failure, reduced throughout 
due to severe radio interference. All these 
factors to heavily degrade performance all 
need to be carefully assessed and evaluated 
by RAN experts.  
Details refer to Observation A3, A4, A5 and 
A6.

G3.
In case of SNPN, the scenario breaks the principle for SNPN. Because it enables roaming/interconnection between SNPN and PLMN makes the SNPN no more “stand-alone”.
G4. 
In case of PNI-NPN: 
A service provided via PNI-NPN is isolated via 
Dedicated slice/DNN combination. Being 
isolated, it can’t be accessed via PLMN. Also,
one service (e.g. one PDU session) should only 
require one slice – otherwise this contradict to 
slicing concept. 


	
	Proposals or way-forward:

No need to consider [PR 5.16.6-001] or [PR 5.16.6-002] for consolidation.



3. Proposals
General proposal: the identified open issues (e.g. definitions for steering, switching, and splitting) need to be resolved before consolidation of potential requirements. Based on the definitions identify on a per-use case basis which (of steering, switching, and splitting) is/are relevant and thus could be considered as input for consolidation.
Proposals: to accordingly revise the potential requirements of the 9 5G Terrestrial Access use cases in TR 22.841 v.1.1.0 as the basis for consolidation. The proposed improvement is to align with the observations aforementioned with revision proposals in the main table above.
The corresponding pCRs are provided in S1-232222, S1-232223, S1-232224.
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