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Abstract: This document discusses the 9 use cases and associated potential requirements related to satellite captured in TR 22.841 V1.1.0, and proposes to use the revised potential requirements as the basis for consolidation. Additionally, pCR contributions (S1-232192, S1-232193, S1-232194, S1-232195, S1-232196, S1-232197, S1-232198, S1-232200, S1-232202) provide the text proposal for TR 22.841 V1.1.0.
[bookmark: _Hlk513714389]1. Introduction
There are several different terms used in TR 22.841 (i.e. steering, switching, and splitting), which often appear without distinction (e.g. in description, potential requirements) throughout TR 22.841. As these terms have not been discussed or defined, they need to be clarified to understand whether and how each of them is relevant to the described problem for each use case, before moving to consolidating the potential requirements. 
Accordingly, this document discusses the 9 use cases related to satellite and their associated potential requirements captured in TR 22.841, and proposes the way forward.
2. Discussion
The terms to be clarified:
· Steering
· Switching
· Splitting
In TR 22.841 they are not described or defined. But in specifications produced by other 3GPP WGs (e.g. TS 23.501) some definitions related to ATSSS can be found as below. 
Access Traffic Steering: The procedure that selects an access network for a new data flow and transfers the traffic of this data flow over the selected access network. 
Access Traffic Switching: The procedure that moves all traffic of an ongoing data flow from one access network to another access network in a way that maintains the continuity of the data flow. 
Access Traffic Splitting: The procedure that splits the traffic of a data flow across multiple access networks. 



The table below lists the 9 satellite-related use cases captured in TR 22.841, and by referring to the above definitions summarizes for each the observation. 
	Use cases
	Captured Description/Service Flow 
	Observations

	5.1 Use case on dual 5G satellite access in maritime scenario
	5.1.1 Description
“The ship has a UE that is served by two satellite RANs (GEO and LEO) belonging to the same PLMN that is managed by a 5G satellite operator.”
5.1.2 Pre-conditions
[bookmark: _Hlk110938095]“Based on the service agreement between the KASS managing company and the 5G satellite operator, the 5G satellite network has the following policies for the UE on KASS:
- The data traffic of delay-sensitive applications is routed via LEO satellite link whenever it is available.
-  The data traffic of delay-tolerant applications is aggregated via both LEO and GEO satellite links.”
5.1.3 Service Flows
1. … “and the traffic of sensors data monitoring (delay-tolerant) is being aggregated via both LEO and GEO satellite links.”
2. “The LEO satellite access becomes unavailable (e.g. due to loss of line of sight between the UE and a satellite). Therefore, all the traffic that was routed via the LEO satellite access is moved to GEO satellite access, while the continuity of data sessions is maintained. The application for ship remote control (delay-sensitive) detects increased communication latency, so it adapts its operations accordingly.”
	A1. 
[bookmark: _Hlk141628425]Because the LEO and GEO satellite links exhibit very different latency performance (i.e. max 30 ms for LEO v.s. max 280 ms for GEO), it does not make sense to “split then aggregate” data packets of a delay-sensitive application over LEO access network and GEO access network simultaneously. As packets arriving from fast link will have to wait for packets arriving from slow link before they can be combined and (re-)ordered, the overall achievable latency for the user is dominated by the slower link (i.e. worse latency). Another impediment/pitfall is data packets (of the same data flow) split and sent over two links/access networks (e.g. LEO and GEO, TN 5G NR and NTN) will be out-of-order when received. 

[bookmark: _Hlk141628279]For delay-tolerant application, the benefit of splitting is not clarified either. Splitting traffic of the application simultaneously using GEO and LEO satellite links will end up with worst latency anyways. Therefore, either of the satellite access networks that can satisfy the application needs in latency should be used.

A2. 
As LEO satellite access becomes (regularly) unavailable (Service Flow step 2), delay-tolerant traffic should either be sent over GEO satellite access solely (the application adapts to the increased latency), or over LEO solely and switch to GEO when LEO is unavailable.

A3. 
According to Service Flow step 2, as LEO becomes unavailable, a new communication will be established over GEO satellite access. To align with this, “switching” is the most appropriate term.



 

	
	Proposals or way-forward:

[bookmark: _Hlk110938946] [PR 5.1.6-001] Subject to operator policies, tThe 5G System shall support  a mechanism to steer, split, and switchselect any suitable 5G satellite access network for transmitting the user plane traffic if over two 5G satellite access networks belonging to the same HPLMN are available, where the user plane traffic is anchored in the 5GC.

       belonging to the same PLMN, where the user plane traffic is anchored in the 5GC.
[PR 5.1.6-002] The 5G system shall support a mechanism to enable switching of UE’s user plane traffic (of the same data session) from one 5G satellite access network of HPLMN to another 5G satellite access network of HPLMN, if UE moves out of the coverage area of the first 5G satellite access network. 
       NOTE: Assuming the HPLMN has two 5G satellite access networks.


	5.4 Use case on Inter-PLMN scenario - TN and NTN 
	5.4.1 Description
“This use case describes a ski
mountain environment, where 5G NR
(terrestrial) coverage is provided by a
certain MNO-A (and other MNOs) in
limited populated areas (around
hotel/resorts and ski areas), together
with 5G NTN coverage by MNO
SAT.”

“MNO-SAT has roaming agreement
with MNO-A, including roaming
connectivity in remote areas where
cellular coverage is not available, 
plus extra services (on-demand) in 
joint coverage areas.”

“MNO-A offers GOLD employees
with a “premium” data connectivity
plan, based on a (exclusive)
commercial agreement with local
MNO-SAT, allowing MNO-A
premium users to utilize the NTN
network to provide extra capacity in
areas with dual coverage…”

“In particular, GOLD users can get
higher data rate by aggregating their
traffic over both cellular (NR) link 
and an extra NTN connectivity link 
via PLMN-SAT (with data anchor 
and aggregation in PLMN-A’ CN). 
Such functionality assumes support 
by the UEs (of GOLD users) and 
both PLMNs’ CNs…”

5.4.3 Service Flows
1. “She opens the VPN app on the 
UE to start some large file data 
transfer from/to her VPN server (to 
update the morning delivery tasks 
and download the ones for the 
afternoon). 
The UE registers to PLMN-SAT and
starts a dual 3GPP network
connection.
VPN data flows over PLMN-A and
PLMN-SAT networks, with anchor in
PLMN-A’s CN.”

	B1. 
The service “File down /uploading 
In VPN” is a conventional best-effort service 
that should be satisfied by 5G NR TN capacity. 
When needed, within 5G NR TN, solutions are
available to increase the network capacity.

B2.
NTN resources are expected to be scarce, and 
should be considered for cost-effective uses 
such as emergency and coverage gaps (e.g. in 
rural or coastal areas). In this use case, there 
is already 5G NR TN service available, one 
should not consider using scarce NTN 
resources for supplementary capacity gains for 
best-effort service. 

B3. 
TN (5G NR) and NTN have very different 
performance in throughout, latency, PER, etc. 
Splitting data traffic of a data flow over the two 
access networks simultaneously will have 
performance consequence or implications. 
Therefore, as TN (5G NR) is already being
used, it does not make sense to additionally use
NTN w.r.t. splitting.
Refer to Observation A1 for more details.

B4. Applicable for this use case, Worth noting is 
the following stage1 requirements captured in TS 
22.261, 
e.g.
- Clause 6.5 Efficient use plane: 
“A 5G system with satellite access shall be
capable of supporting simultaneous use of 5G 
satellite access network and 5G terrestrial access 
networks.
”
- Clause 6.7 Priority, QoS, and policy
control: 
“A 5G system with multiple access technologies shall be able to select the combination of access technologies to serve an UE on the basis of the targeted priority, pre-emption, QoS parameters and access technology availability. 
”

	
	Proposals or way-forward:

[PR 5.4.6-001] Based on operator policies while satisfying the required QoS, tThe 5G system shall be able to support a mechanisms to enable steering, split and switch of UE’s user plane traffic of one data session onto a suitable PLMN with a specific type of access network.
NOTE: Two PLMNs across two 5G networks (e.g., one PLMN with between NR terrestrial and the other with satellite RATs) belonging to two different PLMN operators (one of which is the HPLMN). The following is assumed:
· HPLMN subscription is used to access both NWs, data is anchored in the HPLMN and a proper business agreement among the two PLMN operators is in place, including negotiation of traffic routing policies, e.g. based on  application type; 
· when multiple UE data sessions are established simultaneously (e.g. for different applications), the required mechanisms shall include the ability to use dual network connectivity for onesteer a data session to a suitable network, while other data sessions use single NW connection.


	[bookmark: _Hlk141685819]5.5 Use case on NTN-based dual 3GPP access

	5.5.3 Service Flows
“The UE establish a VoIP, a video or a data service over one 3GPP access link which appears insufficient in QoS (e.g. throughput, latency, etc.). Given that another 3GPP access link is available, it is activated and combined with the first one to support the required QoS of the service.

The QoS requirements of the user
plane traffic can be determined 
through specific policies associated to 
different data flows, or different 
traffic type within the same data 
flow.”
	
Based on the QoS requirements (e.g.
latency, throughput, Jitter, Error rate),
traffic characteristics, radio links
conditions and UE's moving speed, 
[bookmark: _Hlk141688557]the traffic is steered/splitted across 
the access links. For example low 
latency requirement traffic will be 
best splitted/steered to the access link
featuring the lowest latency 
characteristics…”

5.5.4 Post-conditions
[bookmark: _Hlk141688670]“Thanks to appropriate steering,
splitting and switching of the user
plane traffic, the dual NG-RAN 
access connectivity involving at least 
NTN can support the targeted QoS 
that a single access cannot support.”
	C1. 
When the serving NTN becomes 
insufficient (worsened latency e.g. due to 
degradation) in mid-call situation, it only 
makes sense for UE to switch to an alternative 
network (either another NTN or TN) that 
provides the required latency by the user.

However, it should not resort to splitting
data traffic (of the same data flow) over two
links with large latency difference, because this 
choice will end up the user experiencing the 
worst latency dominated by the slower link 
(This issue applies for scenarios illustrated in Fig 
5.5.1 a/b NTN+ 5G NR, and Fig 5.5.2 / Fig 5.5.3 
2xNTN).
Refer to Observation A1 for more details.

C2.
For scenario depicted in Fig 5.5.2 / Fig 5.5.3
(2xNTN), switching between two NTN networks 
may provide benefit when UE moves 
out of the coverage of the currently serving
NTN.

C3. 
Understood from Service Flows, the main point
is selecting (based on the required QoS) the 
suitable access network for transmitting
data of a service. Worth noting is the following 
stage1 requirements captured in TS 22.261,
e.g.
- Clause 6.7 Priority, QoS, and policy
control: 
“A 5G system with multiple access technologies shall be able to select the combination of access technologies to serve an UE on the basis of the targeted priority, pre-emption, QoS parameters and access technology availability. 
”


	
	Proposals or way-forward:
 
[bookmark: _Hlk141688450][bookmark: _Hlk141693382][PR 5.5.6-001] Based on operator policy while satisfying the required QoS, the 5G system shall be able to support a mechanism to steer UE's simultaneous data transmission pertaining to the same data session across twoonto a suitable  3GPP 5G access networks (when two access networks are available withusing at least one of them having NR satellite RAT), and optimally distribute user traffic between the two access networks, taking into account available information, e.g. connectivity conditions on bothsuch as  access networks (e.g. radio characteristicsperformance, mobility, congestion) and UE's moving speed. This applies for the situation when a UE’s HPLMN has two access networks with at least one being 5G satellite access network, or the situation when two PLMNs (one of them is HPLMN) are concerned and at least one of them as 5G satellite access network.
[PR 5.5.6-002] When two 5G access networks are used simultaneously for steering different data flows of the same data sessionservice, the 5G system shall be able to collect charging information accordingly, for both links simultaneously.
NOTE:	In case the two 5G access networks belong to different PLMNs, single subscription and data anchoring in the HPLMN 5G CN are assumed.


	5.6 Use case on UE using Terrestrial and Satellite Access

	5.6.1 Description
“Satellite access known as wide
coverage can improve service
availability in areas with poor
terrestrial access network coverage or
radio condition ... For a UE in high-
speed move requests real-time 
services, e.g. IMS voice/video 
meeting, it can benefit from dual 
connectivity with 5G system through 
terrestrial access and satellite access 
simultaneously, and obtain the 
continuous and reliable service with 
the minimum impact of terrestrial 
access network unavailability.”

5.6.2 Pre-conditions
“The terrestrial access network of Operator TerrA has good coverage in urban areas, suburban areas, and stopovers along the railway but limited coverage in rural areas and deserts between the stopovers. The satellite access network (e.g. LEO) of Operator SatA has covered the whole country and SatA can provide the communication service on its own.”
	D1. 
It is a typical OOC case. 
For an on-going service/application, if the 
UE moves out of TN
coverage (or if TN becomes unavailable), the
UE should connect/switch to NTN, e.g. using 
roaming.
[bookmark: _Hlk141695308]Meanwhile, NTN has sufficient coverage and 
performance to provide the service (according 
to Pre-conditions,). Therefore, for this use case,
there is no need to use TN and NTN at the same time (i.e. no splitting).

D2. 
[bookmark: _Hlk141694952]When outside of TN coverage, the TN
access network is unavailable anyways – it 
can’t be used with NTN simultaneously (i.e. no 
splitting). 

D3. 
[bookmark: _Hlk141695522][PR 5.6.6-001] appears to capture steering. 
However, it is not sufficiently explained or 
rationalized in the use case to support this 
requirement.

	
	Proposals or way-forward:

[bookmark: _Hlk142061135][PR 5.6.6-001] Based on operator policy and With the mutual agreement, the 5G system shall support a mechanism to steer UE’s data flow(s) of the same data session (i.e. the same service) across, or switch the user traffic of the same data session between across different 3GPP access network and core networks (i.e. 5G terrestrial and 5G satellite access networks) for UE with dual 3GPP access capability, considering service preference, traffic characteristics, radio characteristics, QoS, etc. 
[PR 5.6.6-002] Based on operator policy and With the mutual agreement, the 5G system shall support seamless service continuity with minimum service interruption when steering UE’s data flow(s) of the same data session (i.e. the same service) across, or when by switching and splittingthe user traffic paths acrossbetween different two 3GPP access networks (i.e. 5G terrestrial and 5G satellite access network) and core network for for UE with dual 3GPP access capability  (e.g. NR and Satellite access) in use, based on network availability, service preference, etc.


	5.9 Use case on dual steering through Satellite and UAV

	5.9.2 Pre-conditions
“There is satellite connectivity in the area but due to non-line of sight conditions, the connection may not be available to a subset of users… 

…There is coverage overlap between both the satellite access network and UAV (mounted with gNodeB/relay node).”

5.9.3 Service Flows
“For example, traffic with low latency requirements should be split, steered towards the access link with lowest latency characteristics…
…She may lose connectivity in between with the satellite network for a little while she is inside the site, then all the traffic is handled through the UAV. When she goes outside, satellite based connectivity is restored…
… Hence, if congestion on one of the available access links increases or in the scenario of a temporary link failure, then user plane traffic is switched to the other active access link. Once both of the links are active, then depending on the QoS requirements, user plane traffic is again split and steered between the two 3GPP networks.”
	E1. 
Scenario: A PLMN has TN 5G NR access (via 
gNB/IAB on UAV) and 5G satellite access 
network. 
The UE can be out of satellite coverage.

E2. 
According to Service Flows, either TN (5G 
NR) or NTN can satisfy the service. Therefore, 
for this service using TN and NTN 
simultaneously is not needed (i.e. no splitting). 
So, normally one of the access networks (e.g. TN 
5G NR) should be used when available. When 
connectivity is lost to the currently serving TN, 
new communication via satellite access should 
be established (e.g. switching user plane 
traffic).

E3. 
Currently, in clause 5.9 evidence is missing that 
should explain the benefit of splitting or steering 
user data of the same service over TN and NTN. 
But, the real critical issue is: splitting data 
traffic of a data flow simultaneously over the 
two access networks with very different
performance (5G NR TN vs. NTN) will have
consequence and implications. 
Refer to Observation A1 for more details.


	
	Proposals or way-forward:

[bookmark: _Hlk141717149][bookmark: _Hlk141717266][bookmark: _Hlk141717368][PR 5.9.6-001] Based on operator policy, tThe 5G system shall be able to support a mechanism to simultaneous switch data transmission across twoto 5G satellite access 3GPP networks for the same data session, using satellite access and terrestrial accessif the 5G NR terrestrial access network becomes unavailable (e.g., via a gNodeB or IAB-node mounted on UAV) while considering QoS requirements between these two 3GPP networks. This applies for HPLMN having a 5G NR terrestrial access network and a 5G satellite access network.
[bookmark: _Hlk141717482][PR 5.9.6-002] The 5G system shall be able to collect charging information for simultaneousconsidering switching  data transmission pertaining to the same user data session across two 3GPP access networks of the same HPLMN.



	[bookmark: _Hlk142066637][bookmark: _Hlk141717560]5.10 Use case on NTN and TN Inter-PLMN Multi-access in a Maritime scenario





























	5.10.1 Description
1. Satellite operators: MNO-G (GEO), MNO-L (LEO), and TN operator MNO-T (covers the island country and 20km from the coast). 
2. “Thanks to the large coverage area of the GEO satellite of MNO-G, the UE can be assumed to be always under the GEO satellite access in the vessel navigation route…
… The LEO satellite constellation of MNO-L will be deployed globally, but the coverage will be discontinuous…”
…Since remote control of short-term route planning requires real-time communication and high-traffic data communication, it is only enabled when the vessel is connected to the LEO satellite access or the terrestrial 5G access…
…Table 5.10-1 shows different possible applications
[image: ]
”
5.10.2 Pre-conditions
“MNO-G has business and roaming 
agreements with MNO-L and MNO-
T…

…Company X's vessel is a subscriber of MNO-G, which is its HPLMN…”

5.10.3 Service Flows
1. “The vessel's route is basically under the GEO satellite coverage, and when the vessel is connected only to the GEO satellite, real-time data communication is not enabled.”

2. “When the vessel moves into an area where both the GEO and the LEO satellite coverage is present…
… In addition to long-term route planning, Alice also remotely commands short-term route changes based on Real-time Vessel Control Data and Vessel Monitoring Data via the LEO satellite.
…”

3. “When the vessel approaches the coast and moves into terrestrial 5G access coverage, the VSAT-type UE is connected to terrestrial 5G access even if it is within the LEO satellite coverage (GEO and terrestrial 5G access). The vessel’s monitoring and remote control are performed in the same way as in step 2”

	F1. 
[bookmark: _Hlk142065981]According to the Description, traffic of one application is steered to one access and traffic of another application is steered to another access (Table 5.10-1).

F2. 
[bookmark: _Hlk142066259][bookmark: _Hlk142066281]Based on Service Flow 1: delay-tolerant service (long-term route planning) uses GEO. It is clear the user does not consider delay-sensitive application (short-term route planning) if only GEO is available.
F3. 
[bookmark: _Hlk142066319]Based on Service Flow 2: only when UE is in the coverage of either LEO or TN (5G NR), will the user use delay-sensitive application (short-term route planning).
F4. 
[bookmark: _Hlk142066381]Based on Service Flow 3: when both LEO and TN (5G NR) are available, short-term route planning application prioritizes to use TN alone (i.e. Switching communication from LEO to TN).
F5. 
[bookmark: _Hlk142066402]No splitting is concerned: neither described nor proposed.

F6.
[bookmark: _Hlk142066548]Whilst proposing switching, [PR 5.10.6-002] pertains to simultaneously transmitting user data onto two different access networks (one of them belongs to HPLMN, the other belong to a VPLMN). Therefore, due to contradiction to the definition/concept of “switching” in TS 23.501, [PR 5.10.6-002] is incomprehensible and should be removed.

F7. 
[bookmark: _Hlk142066571]Note TS 22.261 has already captured the 
following requirements:
[bookmark: _Hlk142066660]-Clause 6.3: Multiple access technologies
When a UE is using two or more access technologies simultaneously, the 5G system shall be able to optimally distribute user traffic over select between access technologies in use, taking into account e.g., service, traffic characteristics, radio characteristics, and UE‘s moving speed.
-Clause 6.5: Efficient user plane 
A 5G system with satellite access shall be able to select the communication link providing the UE with the connectivity that most closely fulfils the agreed QoS
[bookmark: _Hlk142066665]A 5G system with satellite access shall be capable of supporting simultaneous use of 5G satellite access network and 5G terrestrial access networks.
-Clause 6.7.2 Priority, QoS, and policy control
The 5G system shall be able to provide the required QoS (e.g. reliability, end-to-end latency, and bandwidth) for a service and support prioritization of resources when necessary for that service.
 

	
	Proposals or way-forward:

[PR 5.10.6-001] Based on operator policy while meeting the required QoS, tThe 5G system shall be able to support mechanisms to enable steering, splitting, and switchingsteering of UE’s (with single subscription to HPLMN) different and userapplications’ datatraffic onto suitable access networks (of across two different PLMNs , (one of which is the HPLMN) e.g., dual-radio capable UE either  using dual two 5G satellite access networks, NG-RANs or using a 5G satellite access netowrk and and a 5G terrestrial NG-RANnetwork, and traffic anchoring in the HPLMN’s 5G core network.
 [PR 5.10.6-002] The 5G system shall be able to support mechanisms, for UEs using dual 3GPP access across a HPLMN and a second PLMN, to enable switching of UE’s user data from the second PLMN (a VPLMN) to a third PLMN (another VPLMN) while maintaining one access link with the HPLMN.
Remove [PR 5.10.6-002] considering Observation F6.
NOTE 1:	Certain information (e.g., user’s service preferences such as QoS) can be considered.
NOTE 2:	UE can be connected to maximum two PLMNs simultaneously, including one HPLMN.
NOTE 3:	One of the dual accesses is in HPLMN and it is always used.


	5.14 Use Case on Inter-PLMN scenario - TN and multiple NTN


















	5.14.2 Pre-conditions
“Jenny is a subscriber and premium
user of TerrA…

… Jenny’s virtual reality headset is
registered on TerrA…

… Jenny’s virtual reality headset can
use dual- PLMN/RAT connectivity,
including two options for connecting 
to SatA – through satellite access 
(GSO and/or NGSO).”

5.14.3 Service Flows
1. “…She puts on her virtual reality headset and starts the Virtual Home Visit app. As the app allows her to virtually walk through and interact with the home, low latency is required for a good end user experience.”

[bookmark: _Hlk126352315]2. “Performance on the terrestrial network degrade… in order to better meet the low latency requirement of the Virtual Home Visit app, the headset selects the NGSO satellite RAT of SatA to start a dual 3GPP access connection”
	G1. 
Sending data traffic of the VR application simultaneously over LEO (33ms-45ms) and over 5G TN TN 5G NR will cause the overall latency to be determined by the worst latency among the two. Instead, the VR application should choose the network with lowest latency. 
Refer to Observation A1 for more details.

G2. 
[bookmark: _Hlk142069690]Only when in a mid-call situation, “switching” from one access network to another one may apply.

G3.
[bookmark: _Hlk142069530]The proposal in Clause 5.14 (this use case) is not thorough, because NTN (GEO or LEO) can’t provide the required latency for VR service ([5 to 10] ms per TS 22.261). TS 22.261 captures Table 7.6.1-1 and Table  7.4.1-1 (below):
[image: ]

[image: ]


	
	Proposals or way-forward:

[bookmark: _Hlk142069782]No need to consider this PR for consolidation, unless the use case is clarified: e.g. NTN can’t provide the needed latency for VR ([5 to 10] ms), per 22.261 Table 7.6.1-1 and Table 7.4.1-1, -> aggregating LEO (33ms-45ms) into TN NR will increase the overall latency.


	5.17 Use Case on Vehicle IoT devices steering via NTN and TN 
	[bookmark: _Hlk142080736]5.17.1 Description
“For large area agriculture fields and farms where two 3GPP radio access network services are available IoT devices can benefit from dual steering data connection capability of 5G System via NTN and  TN access networks simultaneously.”

[bookmark: _Hlk142080722]“In this use case we have a wide area agricultural automated system of applications controlling agriculture vehicles”

[bookmark: _Hlk142080756]5.17.2 Pre-conditions
[bookmark: _Hlk142080780]“…The farm has overlapping TN and NTN radio access coverage…
…Both access network providers have agreed, multi-path data traffic routing policies allowing User Data applications to use access networks based on IoT device traffic characteristics.”

5.17.3 [bookmark: _Hlk142080836]Service Flows
[bookmark: _Hlk142080864]1. “Alice has to complete various agricultural tasks on the field today.”
	H1. 
This is a TN+NTN use case. Based on wording 
such as “applications” and “various 
agricultural tasks” in clause 5.17.2 and clause 5.17.3, the main point is to select the 
suitable access networks involved in  
transmission, and traffic of one application is 
steered to one access and traffic of another 
application is steered to another access.


H2. 
[bookmark: _Hlk142081190]In general, Clause 5.17 has not clarified whether
or how this use case would benefit from any one
of steer, switch or split. It is unclear what 
“simultaneously” means in Clause 5.17.1.


	
	Proposals or way-forward:

[PR 5.17.6-001] Based on  network providers agreed data routingoperator policies while satisfying the required QoS, the 5G system shall be able to support mechanisms to allow splitting, steering and switching of IoT devices’ data traffic pertaining to different (of the same data applications, onto sessionone of the), which is anchored in the 5GC in the HPLMN, across two access networks i.e.g. NTN 5G satellite access network, and 5G TN.
[PR 5.17.6-002] Based on data usage ofn both access networks (i.e. 5G satellite 
access network, and 5G TN) for sending traffic of different applications of an IoT device, 
the 5G system shall be able to collect charging information for the IoT devices.


	5.18 Use Case on UAV UE connecting to 3GPP TN and NTN  access networks
	5.18.2 Pre-conditions
“…Agreed multi-path data traffic routing policy allows to route different traffic over one or different 3GPP access connections, for example FTP file transfers (more delay tolerant) can use one data path while HTTP Video Streaming (requiring higher Tput) can use both concurrent data connection paths.”

5.18.3 Service Flows
(step2) “… FTP maps data is transferred via the NTN access network. When the UAV reaches a certain identified location, the UE application begins video streaming / photo capture and start uploading data to the server, using both TN and NTN network connections…”
[bookmark: _Hlk112330723](step4) “During this active data session, if/when the UAV encounters degradation on one of the access network paths, e.g. based on configured traffic measurement conditions, UE and 5GC will be able to steer data traffic (both FTP and Video Streaming) over the stronger data access path.”
	G1. 
Different services (e.g. video streaming, FTP) 
are described to be sent over TN or NTN
depending on the required QoS. Therefore, the
main goal is to select the suitable access 
networks, so that 5G network can provide the
suitable QoS for respective applications on the 
UE.

G2. 
It proposes to split packets of “HTTP 
Video Streaming” service onto 5G TN and5G 
satellite access network, however, it is worth
noting that the packet arrival order for streaming 
service is very important. Because NR 
TN and NTN are very different in throughput, 
PER, latency, splitting will result in out-of-
order packets, refer to Observation A1 for 
more details.


	
	Proposals or way-forward:

[PR 5.18.6-001] Based on PLMN operator policies, the 5G system shall be able to support mechanisms to configure and control splitting, steering or switching ofregarding transmission of UE data (of the same data sessiondifferent services, e.g. video streaming, FTP) across to two 3GPP access networks belonging to two different PLMNs, one of which is the UE’s 5GC HPLMN (e.g. for a UE using single subscription, connected via NR based TN and/or NTN). This can also include support for UE specific user data characteristics measurements (e.g., RTT, Packet loss rate) reporting to UE’s HPLMN.




3. Proposals
General proposal: the identified open issues (e.g. definitions for steering, switching, and splitting) need to be resolved before consolidation of potential requirements. Based on the definitions identify on a per-use case basis which (of steering, switching, and splitting) is/are relevant and thus could be considered as input for consolidation.
Proposals: improvement of potential requirements of the 9 satellite-related use cases in TR 22.841 v.1.1.0 is introduced as the basis for consolidation. The proposed improvement is to align with the observations aforementioned with revision proposals in the main table above.
[bookmark: _GoBack]The corresponding pCRs are provided in S1-232192, S1-232193, S1-232194, S1-232195, S1-232196, S1-232197, S1-232198, S1-232200, and S1-232202.
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Table 7.4.1-1: Propagation delay via satellite

UE o serving satellie

UE o ground max propagation

propagation delay [ms] INOTE delay [ms] NOTE 2]
11
Win Wax
E0 3 5 30
WEO 27 i 90
GEO 20 40 260

NOTET: The serving satellite provides the satelite radi

Ko the UE

NOTE2: delay between UE and ground station via satelite link: Inter satellte links

are not considered
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Table 7.6.1-1 KPI Table for additional high data rate and low latency service

Use Cases Characteristic parameter (KPI] Tnfluence quantity
Max allowed | Service bit rate: | Reliability | #of UEs | UE Speed | Service Area
endtoend | user-experienced (note 2)
latency data rate

CloudiEdge/Spit | 5 ms (ie. UL+DL | 0,110 [1] Gbitis 9959 % | - Stationary | Countrywide

Rendering between UE and | supporting visual | uplink and or

(note 1) theinterface to | content (eg. VR | 99.9% in Pedestrian

data network) | based or high downlink
(note 4) definition video) with | (note 4)
4K, 8K resolution
and up 10120
frames per second
content

Gaming or 0ms (note 4) | 0.1 to [1] Gbils 9999 % | <[10] Stationary | 20 mx 10 m i

Interactive Data supporting visual | (note 4) or one vehicle (up

Exchanging content (e.g. VR Pedestrian | to 120 km/h)

(note 3) based or high and in one train

definition video) ith (up to 500 kmvh)
4K, 8K resolution

and up 10120

frames per second

content

Consumption of | 610 10] ms. 0,110 [10]GoWs | [99.99 %] | - Stationary | -

VR contentvia | (note 5) (note 5) or

tethered VR Pedestrian

headset

(note 6)

NOTE 7. Unless otherwise specified, all communication via wireless link s between UEs and network node (UE to
network node andor network node to UE) rather than direct wireless links (UE to UE).

NOTE 2: Length x width (x height).

NOTE 3: Communication includes direct wireless links (UE to UE).

NOTE 4 Latency and reliabilty KPIs can vary based on specific use case/architecture, e.g. for cloud/edge/spit
rendering, and can be represented by a range of values.

NOTE 5: The decoding capability in the VR headset and the encoding/decoding complexityltime of the stream wil set
the required bit rate and latency over the direct wireless link between the tethered VR headset and its
connected UE, bit rate from 100 Mbitis to [10] Gbit's and latency from 5 ms to 10 ms.

NOTE 6: The performance requirement i valid for the direct wireless link between the tethered VR headset and its

connected UE.
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Table. 5.10-1 Traffic data requirements

Traffic Data Use case Priority Delay Traffic
Sensitivity Capacity

Vessel Control Communications for short-term route planning. High High Middle
(Real-time) Real-time communication is required.
Vessel Control Communications for long-term route planning. High Low Low
(Non-Real-time) Real-time communication is not required, but

periodic communication is required.
Vessel Monitoring Realtime video transmission around a vessel for | Middle High Middle
(Real-time) short-term route planning ~High(NOTE)
Vessel Monitoring Data communication for monitoring of all Middle Low Low
(Non-Real-time) equipment on board

(e.g., fuel level logs, engine condition logs, etc.)
Emergency Alert Communication for critical alerts in operating a High High Low

vessel.

(e.g., vesse| collisions, fuel leaks, etc.)
‘Web-browsing Data communication for crew members Low Low Low ~ High

(e.g., e-mail, YouTube, Netflix, etc.)





