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******************************1st of change****************************
7.10
KPIs for AI/ML model transfer in 5GS
7.10.1
KPI requirement for direct network connection
The 5G system shall support split AI/ML inference between UE and Network Server/Application function with performance requirements as given in Table 7.10.1-1.
Table 7.10.1-1 KPI Table of split AI/ML inference between UE and Network Server/Application function

	Uplink KPI
	Downlink KPI
	Remarks

	Max allowed UL end-to-end latency
	Experienced data rate
	Payload size
	Communication service availability
	Reliability
	Max allowed DL end-to-end latency
	Experienced data rate
	Payload size
	Reliability
	

	2 ms
	1.08 Gbit/s
	0.27 MByte
	99.999 %
	99.9 %
	
	
	
	99.999 %
	Split AI/ML image recognition

	100 ms
	1.5 Mbit/s
	
	
	
	100 ms
	150 Mbit/s
	1.5 MByte/‌frame
	
	Enhanced media recognition

	
	4.7 Mbit/s
	
	
	
	12 ms
	320 Mbit/s
	40 kByte
	
	Split control for robotics

	NOTE 1:
Communication service availability relates to the service interfaces, and reliability relates to a given system entity. One or more retransmissions of network layer packets can take place in order to satisfy the reliability requirement.


The 5G system shall support AI/ML model downloading with performance requirements as given in Table 7.10.1-2.
Table 7.10.1-2 KPI Table of AI/ML model downloading
	Max allowed DL end-to-end latency
	Experienced data rate
(DL)
	Model size
	Communication service availability
	Reliability
	User density
	# of downloaded AI/ML models
	Remarks

	1s
	1.1Gbit/s
	138MByte
	99.999 %
	99.9% for data transmission of model weight factors; 99.999% for data transmission of model topology
	
	
	AI/ML model distribution for image recognition

	1s
	640Mbit/s
	80MByte
	99.999 %
	
	
	
	AI/ML model distribution for speech recognition

	1s
	512Mbit/s(see note 1)
	64MByte
	
	
	
	Parallel download of up to 50 AI/ML models
	Real time media editing with on-board AI inference

	1s
	
	536MByte
	
	
	up to 5000~ 10000/km2 in an urban area
	
	AI model management as a Service

	1s
	22Mbit/s
	2.4MByte
	99.999 %
	
	
	
	AI/ML based Automotive Networked Systems

	1s
	
	 500MByte
	
	
	
	
	Shared AI/ML model monitoring

	3s
	450Mbit/s
	170MByte
	
	
	
	
	Media quality enhancement

	NOTE 1:
512Mbit/s concerns AI/ML models having a payload size below 64 MB. TBD for larger payload sizes.

NOTE 2: 
Communication service availability relates to the service interfaces, and reliability relates to a given system entity. One or more retransmissions of network layer packets can take place in order to satisfy the reliability requirement.


The 5G system shall support Federated Learning between UE and Network Server/Application function with performance requirements as given in Table 7.10.1-3.
Table 7.10.1-3: KPI Table of Federated Learning between UE and Network Server/Application function

	Max allowed DL or UL end-to-end latency
	DL experienced data rate
	UL experienced data rate
	DL packet size
	UL packet size
	Communication service availability
	Remarks

	1s
	1.0Gbit/s
	1.0Gbit/s
	132MByte
	132MByte
	
	Uncompressed Federated Learning for image recognition

	1s
	80.88Mbit/s
	80.88Mbit/s
	10Mbyte
	10Mbyte
	 TBD
	Compressed Federated Learning for image/video processing

	1s
	TBD
	TBD
	10MByte
	10MByte
	
	Data Transfer Disturbance in Multi-agent multi-device ML Operations


7.10.2
KPI requirement for direct device connection
The 5G system shall support split AI/ML inference between AI/ML endpoints by leveraging direct device connection with performance requirements as given in Table 7.10.2-1.
Table 7.10.2-1 KPI Table of Split AI/ML operation between AI/ML endpoints for AI inference by leveraging direct device connection 
	Max allowed end-to-end latency (NOTE 1)
	Payload size (Intermediate data size)
(NOTE 1)
	Experienced data rate 
(NOTE 1)
	Service area dimension
	Communication service availability
(NOTE 1)
	Reliability
(NOTE 1)
	Remarks

	10–100 ms
	≤ 1.5 Mbyte for each frame 
	≤ 720 Mbps 

	
	
	
	Proximity-based work task offloading for Remote driving, AR displaying/gaming, remote-controlled robotics, video recognition and One-shot object recognition

	10 ms
	≤ 1.6 MByte

(8 bits data format)
	≤ 1.28 Gbps
	900 m2
(30 m x 30 m)
	99.999 %
	99.999 %
	Local AI/ML model split on factory robots 

	10 ms
	≤ 6.4 Mbyte

(32 bits data format)
	≤ 1.5 Gbps
	
	
	
	Local AI/ML model split on factory robots

	NOTE 1: The KPIs in the table apply to UL data transmission in case of indirect network connection.


The 5G system shall support AI/ML model/data distribution and sharing by leveraging direct device connection with performance requirements as given in Table 7.10.2-2.
Table 7.10.2-2 KPI Table of AI/ML model/data distribution and sharing by leveraging direct device connection
	Max allowed end-to-end latency
(NOTE 1)
	Experienced  data rate
(NOTE 1)
	Payload size
(NOTE 1)
	Communication service availability
(NOTE 1)
	Remark

	1s
	≤ 1.92 Gbit/s
	≤ 240 MByte
	99.9 %
	AI Model Transfer Management through Direct Device Connection

	3s
	≤ 81.33 Mbyte/s
	≤ 244 MByte
	-
	transfer learning for trajectory prediction

	NOTE 1: The KPIs in the table apply to data transmission using direct device connection.
NOTE 2: The AI/ML model data distribution is for a specific application service


The 5G system shall support AI/ML model/data distribution and sharing by leveraging direct device connection with performance requirements as given in Table 7.10.2-3.
Table 7.10.2-3 KPI Table of Distributed/Federated Learning by leveraging direct device connection
	Payload size

(NOTE 1)
	Maximum latency 
(NOTE 1)
	Experienced data rate 
(NOTE 1)
	Reliability
(NOTE 1)
	Remark

	132 MByte
	2-3 s
	≤ 528 Mbit/s
	
	Direct device connection assisted Federated Learning (Uncompressed model)
Asynchronous Federated Learning via direct device connection

	≤ 50 MByte
	1 s
	≤ 220 Mbit/s
	99.99%
	

	NOTE 1: The KPIs in the table apply to both UL and DL data transmission in case of indirect network connection.


*****************************End of change****************************
