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[bookmark: _GoBack]Abstract: Clean up for 5.3
1. Introduction
Clean up, including an Editor’s Note that has already been addressed with a NOTE in clause 5.3.

2. Proposal
It is proposed to agree the following changes to 3GPP TR 22.916.


* * * First Change * * * *
[bookmark: _Toc136593946]5.3	Smart Communication Support for Data Collection and Fusion Using Multimodal Sensors in Multi-Robot / Multi-Agent Scenarios 
[bookmark: _Toc136593947]5.3.1	General description
This use case considers a smart cooperation scenario for a group of robots to collaboratively build an information set (e.g., dataset or knowledge base in AI/ML) through data/sensor fusion [15] when the fusion of data from multimodal sensors is conducted by a group of robots.
NOTE: The term “fusion” in “data fusion”, “sensor fusion” and so on, is also exchangeably used as “integration”.
The term “smart” is intended to suggest a concept of consuming low-energy, energy-efficient, resource-efficient and/or situation-aware means of communication to support an intended fusion task for the group of robots.
The use of “levels of fusion” is expected to help the United Nations Sustainability Development Goals (SDGs) in several aspects.
Providing that the 5G advanced technology enablers are designed in resource-efficient ways for various types of resources (e.g., radio resources, network resources, material, such as battery related), such considerations can also help provide affordable 6G services in the society, especially when certain groups of residents, patients, public-safety officers, or underrepresented need the communication services the most at a critical point in time in their everyday living. Refer to Annex <A> for some examples that have already been identified.

There are various scenarios of multi-robot / multi-agent group operations in which a robot should be able to identify certain information (e.g., detecting an object, detecting multiple objects at the same time) or collect data that should be shared with other robots in that group in real-time. Fig. 5.3.1-1. shows two examples. 
When a robot in a group begins to collect certain data (or information), the robot should determine what it should do with the data, such as whether to share the data without any pre-processing inside the robot (i.e., applications layer role utilizing some input coming from the communications layer), or to perform certain level of pre-processing before sharing the processed form of data with other participants (or participating robots) in the group for a certain task.
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Fig. 5.3.1-1: Examples of using sensor data where objects are in different dimension/size and/or in different ranges. (a) Two distinct objects (A and B) of the same size at the different range (b) Two distinct objects (A and C) of different sizes at the same range (approximately). 

Fig. 5.3.1-2 shows an example where both communication needs (i.e., sensor data that are outcome of one of multiple levels of fusion process inside the originating robot) and communication opportunities (i.e., how much communication resources are likely to be available for a robot when there are multiple robots in place) are fluctuating, leading to a complex scheduling load onto 5G systems, such as at a RAN node or a CN node.
In order for 5G systems to be able to efficiently and reliably support the dynamic need of transmission opportunities, it is necessary to ensure that robots (as a UE) should be provided with a suitable means to share their intents (e.g., levels of fusion, desired amount of traffic to transmit at certain point in time).
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Fig. 5.3.1-2: Example of different levels of communications opportunity need (or transmission opportunity need) under a combination of normal and challenging (or extreme) communication conditions. Both communication needs (e.g., traffic volume and communication link availability) can be different and dynamically fluctuating subject to changes in a given environment.

Figures 5.3.1-3a presents some examples of underwater sensor network applications and their classifications, as presented by Felemban et al. [24]. Figures 5.3.1-3b presents a common architecture for underwater sensor network (UWSN). The authors presented several categories of applications, such as monitoring applications, disaster applications, military and assisted navigation applications, based on a few underwater models:
· 1D-UWSNArchitecture. One-dimensional- (1D-)UWSN architecture refers to a network where the sensor nodes are deployed autonomously. 
· 2D-UWSN Architecture. Two-dimensional- (2D-) UWSN architecture refers to a network where a group of sensor nodes (cluster) are deployed underwater.
· 3D-UWSN Architecture. In this type of network, the sensors are deployed underwater in the form of clusters and are anchored at different depths.
· 4D-UWSN Architecture. Four-dimensional- (4D-)UWSN is designed by the combination of fixed UWSN, that is, 3D-UWSN and mobile UWSNs.
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Fig. 5.3.1-3a: Examples of underwater sensor network applications [24].
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Fig. 5.3.1-3b: Underwater sensor network architecture [24].

[bookmark: _Toc136593948]5.3.2	Related existing service requirements
Clock synchronisation: 3GPP TS 22.104 
· clause 5.6.1 Clock synchronisation service level requirements
· clause 5.6.2 Clock synchronisation service performance requirements
· clause 7.2.3.2 Clock synchronisation requirements
NOTE 1: The types of sensor data and media that robots are collecting, pre-processing and sharing with each other and/or with edge cloud (or edge server, cloud server) are related to the need of fulfilling the above sets of requirements. Clock synchronization requirements are mostly related to ProSe communication scenarios.
Timing resiliency: 3GPP TS 22.261
· clause 6.36.2 General requirements to ensure timing resiliency
· clause 6.36.3 Monitoring and reporting
· clause 6.36.4 Exposure
NOTE 2: Timing resiliency is considered as a set of preconditions that ensure the “clock synchronization” especially when robots (as a UE) or the leader robot(s) (as opposed to “robot followers”) are served by at least one PLMN.
Multi-path relay: 3GPP TS 22.261
· clause 6.9.2.1 support of a traffic flow of a remote UE via different indirect network connection paths
Service continuity: 3GPP TS 22.263
· clause 5.5 Service continuity
NOTE 3: Service continuity is not necessarily related to all types of sensor data and media.

The following aspects are considered as potentially covered by the existing service requirements (Refer to Table 5.3.2-1). It is FFS whether there exist some gaps that are not identified.
Table 5.3.2-1: Support of communications layer adaptive to the use of different levels of fusion and to dynamic changes of communication resource availability.
	Approach by “Levels of Fusion”
	Existing features / requirements
	Remarks

	Thee-level approach
	[CPG-5.3.2-002a] [Underground model] 5G system is expected to be able to support up to [TBC] robots with a deployment and operation model with a range of less than [10 m] (depth) x [50 m] (radius, horizontal range).
(NOTE 1)

[CPG-5.3.2-002b] [Near-ground surface model 1] 5G system is expected to be able to support up to [TBC] robots with a deployment and operation model with a range of less than [10 m] (height) x [500 m] (radius, horizontal range).
(NOTE 2)

[CPG-5.3.2-002c] [Near-ground surface model 2] 5G system is expected to be able to support up to [TBC] robots with a deployment and operation model with a range of less than [10 m] (height) x [50 m] (radius, horizontal range).
(NOTE 3)

[CPG-5.3.2-002d] [Underwater model] 5G system is expected to be able to support up to [TBC] robots with a deployment and operation model with a range of less than [50 m] (depth) x [1000 m] (radius, horizontal range on water surface).
(NOTE 4)

	

	NOTE 1: Radio propagation characteristics can affect the performance but are not the scope of stage-1 study.
NOTE 2: Model 1 is related to initial search in, e.g., urban search and rescue scenarios.
NOTE 3: Model 2 is related to intensive search in, e.g., urban search and rescue scenarios.
NOTE 4: The path loss exponent for underwater (Line of Sight) ranges from 2 to 4. However, compared to fresh water conditions, the seawater is known to have a higher value of water conductivity (greater than 2) and to have a higher absorption loss of electro-magnetic waves.




[bookmark: _Toc136593949]5.3.3	Challenges and potential gaps

The following applicable aspects are identified and recommended for further study and can be further considered with other ongoing or recently completed Studies if applicable. The following aspects in Table 5.3.3-1 are expected to be supported.

Table 5.3.3-1: Support of communications layer adaptive to the use of different levels of fusion and to dynamic changes of communication resource availability.
	Approach by “Levels of Fusion”
	Challenges and potential gaps
	Remarks

	Thee-level approach
	[CPG-5.3.3-001] 5G system is expected to be able provide a suitable means with a very high efficiency and reliability to accommodate the dynamic changes at a robot’s application layer related to traffic demand (e.g., caused by using different levels of data/sensor fusion within a robot.
(NOTE 1)
Editor’s Note: In the above CPG, the degrees of efficiency and reliability are FFS.
[CPG-5.3-002] The 5G system is expected to provide a suitable means for the application layer of robots, based on its availability and capability to allocate network resources (e.g., network slice) specifically for robot applications.
NOTE 2: This allows for suitable adaptations in the communication layer, addressing dynamic changes occurring in a robot's application layer

	

	Six-level approach
	FFS
(NOTE 32)
	

	NOTE 1: Examples include a suitable API that can support many intra-robot sessions between robot’s applications layer (e.g., “robot sensing part”, “robot processing part”, “robot actuating part”) and communications layer (e.g., “robot communication part”).
NOTE 32: It is considered more complex to apply, compared to three-level approach due to the increased quantity/dimension of computation and communication needs.





* * * Next Change * * * *
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