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Abstract: This pCR provides a clause on performance requirements for the new TS.
1. Introduction
This pCR provides a clause on performance requirements for the new TS.
2. Reason for Change
Performance requirements need to be captured as normative requirements based on the outcome of the corresponding study.
3. Conclusions
None.
4. Proposal
It is proposed to agree the following changes to 3GPP TS 22.156 version 0.0.0
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FIRST CHANGE
[bookmark: _Toc140584533]6	Performance requirements
[bookmark: _Toc140584534]6.1	Description
The performance requirements shown in table 6.2-1 feature exemplary use cases of mobile metaverse services that require communication services with specific performance levels.
5G-enabled Traffic Flow Simulation and Situation Awareness is a use case in which the real conditions of a road including vehicles and other factors are captured with sensors, modelled in a simulation and used to provide guidance for vehicles and users for efficiency and safety. This is a specific example of a broad category of 'situational awareness' services that capture 'virtual representations' of the real world to then advise or control actions taken in the real world.
Collaborative and concurrent engineering is a form of Conference in which multiple users participate, both together at the same site and remotely, to interact with virtual and physical objects collectively. The use case considers audio, video and haptic interaction.
Metaverse-based Tele-Operated Driving is a use case that enables remote user actuation of equipment, specifically remote controlled driving in a hazardous environment. The interaction of the user and the remote equipment is facilitated by a digital twin representing the vehicle and the environment it operates in. The status of the digital twin is determined by sensors in the vehicle's vicinity and carried by the vehicle. 
The performance reqirements for other AR/VR/XR services are included in TS 22.261 [7] including:
-	clause 7.6.1	AR/VR; 
-	clause 7.11	KPIs for tactile and multi-modal communication service. 


3GPP
[bookmark: _Toc140584535]6.2	Performance requirements	Comment by Laurent-Walter Goix (Nokia): We may want to split this table based on typical use case blueprints like haptic feedback, remote control etc… Also, some of these KPIs may end up in updating/completing 22.261

[AL] so far most of the KPI tables in SA1 specs are organised as per use case based, which is easy for readers to check, if needed, the original use case description in the related TR.
The 5G system shall support various mobile metaverse services with the following KPIs.
NOTE: 	Unless stated otherwise, the “Max allowed end-to-end latency” refers to the maximum transmission delay expected between a UE and the mobile metaverse server or vice-versa.
Table 6.2-1:	Performance requirements for Mobile Metaverse Services
	Use Cases
	Characteristic parameter (KPI)
	Influence quantity
	Remarks

	
	Max allowed end-to-end latency
	Service bit rate: user-experienced data rate
	Reliability
	Area Traffic capacity
	Message size (byte)
	Transfer Interval
	Positioning accuracy
	UE Speed
	Service Area
	

	5G-enabled Traffic Flow Simulation and Situational Awareness
(NOTE 2)
	[5-20] ms (NOTE 1)

	[10~100] Mbit/s 
[25]
(NOTE 6)

	> 99.9%
	[~39.6] Tbit/s/km2 
(NOTE 5)
	-
	
20~100 ms
(NOTE 3)
	-
	< 250 km/h
	City or Country wide
(NOTE 4)
	UL

	Collaborative and concurrent engineering
	[≤10] ms
[14]
(NOTE 7)

	[1-100] Mbit/s
[14]
	[> 99.9%] 
[14]


	[1.55] Tbit/s/km2 
(NOTE 8)
	Video: 1500
Audio: 100

[14]
	
-
	-
	Stationary or Pedestrian
	typically 
< 100 km2
(NOTE 9)
	UL and DL audio/video

	
	[5] ms UL 

[1-50] ms DL

[14]
(NOTE 7)

	[<1] Mbit/s 
[14]
	[> 99.9%] (without compression)

[> 99.999%] (with compression (NOTE 10))
[26]
	[2.25] Tbit/s/km2 
(NOTE 8)
	1 DoF: 2-8 
3 DoFs: 6-24 
6 DoFs: 12-48 

[14]
	0.25-10 ms 
[14]
	
	
	
	UL and DL haptic feedback

	Metaverse-based Tele-Operated Driving
(NOTE 16)
	[100] ms [25] (NOTE 11)



	[10~50] Mbit/s [25] 


	99% [25]
	[~360] Mbit/s/km2 
(NOTE 14)
	-
	20~100 ms [25]
(NOTE 12)
	[10] cm [25]
	[10-50] km/h (vehicle) [25]

Stationary/Pedestrian (user)
	Up to 10km radius [25]
(NOTE 13)
	UL real-time vehicle data (video streaming and/or sensor data) [25]

	
	[20] ms [25]

	[0.1~0.4] Mbit/s [25]

	99,999% [25]

	[~4] Mbit/s/km2 
(NOTE 14)
	Up to 8Kb
 [25]
	20 ms [25]
(NOTE 12)
	[10] cm [25]
	[10-50] km/h (vehicle) [25]

Stationary/Pedestrian (user)
	Up to 10km radius [25]

(NOTE 13)
	DL control traffic (commands from the remote driver) [25].

	
	1-20ms
(NOTE 15)
	16 kbit/s -2 Mbit/s
(without haptic compression encoding);

0.8 - 200 kbit/s 
(with haptic compression encoding)
(NOTE 15)
	99.999%
(NOTE 15)
	[~20] Mbit/s/km2 
(NOTE 14)
	2-8 (1 DoF) (NOTE 15)
	
	
	Stationary/Pedestrian (user)
	Up to 10km radius [25]

(NOTE 13)
	Haptic feedback

	NOTE 1: 	The mobile metaverse server receives the data from various sensors, performs data processing, rendering and provide feedback to the vehicles and users.
NOTE 2: 	Examples of typical data volume including 1) camera: 10 Mbit/s per sensor (unstructured), 2) LiDAR: 90 Mbit/s per sensor (unstructured), 3) radar: 10 Mbit/s per sensor (unstructured), and 4) real-time Status information including Telemetry data: [< 50 kbit/s] per sensor/vehicle/VRU (structured). This is to support at least 80 vehicles and 1600 users present at the same location (e.g. in an area of 40m*250m) to actively enjoy immersive metaverse services for traffic simulation and traffic awareness, the area traffic capacity is calculated considering 2 cameras, 2 Radars, 2 LiDARs on road side, 1600 user’s smart phones and 80 vehicles with 7 cameras, 4 radar and 2 LiDAR for each vehicle.
NOTE 3: 	The frequency considers different sensor types such as Radar/LiDAR (10Hz) and camera (10~50Hz).
NOTE 4: 	The service area for traffic flow simulation and situational awareness depends on the actual deployment, for example, it can be deployed for a city or a district within a city or even countrywide. In some cases a local approach (e.g. the application servers are hosted at the network edge) is preferred in order to satisfy the requirements of low latency and high reliability.
NOTE 5: 	The calculation is this table is done per one 5G network, in case of N 5G networks to be involved for such use case in the same area, this value can be divided by N.
NOTE 6: 	User experienced data rate refers to the data rate needed for the vehicle or human, the value is observed from industrial practice. 
NOTE 7: 	The network based conference focus is assumed, which receives data from all the participants, performs rendering (image synthesis), and then distributes the results to all participants. As rendering and hardware introduce some delay, the communication delay for haptic feedback is typically less than 5ms.
NOTE 8: 	To support at least 15 users present at the same location (e.g. in an area of 20m*20m) to actively enjoy immersive Metaverse service concurrently, the area traffic capacity is calculated considering per user consuming non-haptic XR media (e.g. for video per stream up to 40000 kbit/s) and concurrently 60 haptic sensors (per haptic sensor generates data up to 1024 kbit/s).
NOTE 9: 	In practice, the service area depends on the actual deployment. In some cases a local approach (e.g. the application servers are hosted at the network edge) is preferred in order to satisfy the requirements of low latency and high reliability.
NOTE 10: 	The arrival interval of compressed haptic data usually follow some statistical distributions, such as generalized Pareto distribution, and Exponential distribution [26].
NOTE 11: 	The end-to-end latency does not include sensor acquisition or actuator control on the vehicle side, processing, and rendering on the user side (estimated additional 100ms total). Target e2e user experienced max delay depends on reaction time of the remote driver (e.g. at 50km/h, 20ms means 27cm of remote vehicle movement).
NOTE 12: 	UL data transfer interval around 20ms (video) to 100ms (sensor), DL data transfer interval (commands) around 20ms.
NOTE 13: 	The service area for teleoperation depends on the actual deployment; for example, it can be deployed for a warehouse, a factory, a transportation hub (seaport, airport etc.), or even a city district or city. In some cases, a local approach (e.g., the application servers are hosted at the network edge) is preferred to satisfy low latency and high-reliability requirements.
NOTE 14: 	The area traffic capacity is calculated for one 5G network, considering 4 cameras + sensors on each vehicle. Density is estimated to 10 vehicles/km2, each of the vehicles with one user controlling them. [25]
NOTE 15: 	KPI comes from [5] clause 7.11 “remote control robot” use case.
NOTE 16: 	Examples of typical data volume including 1) ~8Mbps video stream. Four cameras per vehicle (one for each side): 4*8=32Mbps. 2) sensor data (interpreted objects), assuming 1 kB/object/100 ms and 50 objects: 4 Mbps [25].

	


 


END OF CHANGES
