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[bookmark: _Toc120012967][bookmark: _Toc120025081][bookmark: _Toc120025234][bookmark: _Toc120091312][bookmark: _Toc136356557][bookmark: _Toc136857447]3.1	Terms
For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
avatar: a digital representation specific to media that encodes facial (possibly body) position, motions and expressions of a person or some software generated entity.
Conference: An IP multimedia session with two or more participants. Each conference has a "conference focus". A conference can be uniquely identified by a user. Examples for a conference could be a Telepresence or a multimedia game, in which the conference focus is located in a game server.
NOTE 1: This definition was taken from TS 22.228 [2].
Conference Focus: The conference focus is an entity which has abilities to host conferences including their creation, maintenance, and manipulation of the media. A conference focus implements the conference policy (e.g. rules for talk burst control, assign priorities and participant’s rights).
NOTE 2: This definition was taken from TS 22.228 [2].
digital asset: digitally stored information that is uniquely identifiable and can be used to realize value according to their licensing conditions and applicable regulations. Examples of digital assets include digital image (avatar), software licenses, gift certificates and files (e.g. music files) that have been purchased under a license that allows resale.
digital representation: the mobile metaverse media associated with the presentation of a particular virtual or physical object. The digital representation could present the current state of the object. One example of a digital representation is an avatar, see Annex A.
digital twin: A real-time representation of physical assets in a digital world. 
NOTE 3: This definition was taken from ITU-T Recommendation Y.3090 [29].
gesture: a change in the pose that is considered significant, i.e. as a discriminated interaction with a mobile metaverse service.
immersive: a characteristic of a service experience or AR/MR/VR media, seeming to surround the user, so that they feel completely involved.
localization: A known location in 3 dimensional space, including an orientation, e.g. defined as pitch, yaw and roll.
location related service experience: user interaction and information provided by a service to a user that is relevant to the physical location in which the user accesses the service.
location agnostic service experience: user interaction and information provided by a service to a user that has little or no relation to the physical location in which the user accesses the service. Rather the service provides interaction and information concerning either a distant or a non-existent physical location.
mobile metaverse media: media communicated or enabled using the 5G system including audio, video, XR (including haptic) media, and data from which media can be constructed (e.g. a 'point cloud' that could be used to generate XR media.)
mobile metaverse: the user experience enabled by the 5G system of interactive and/or immersive XR media, including haptic media.
mobile metaverse server:	an application server that supports one or more mobile metaverse services to a user access by means of the 5G system.
mobile metaverse service: the service that provides a mobile metaverse experience to a user by means of the 5G system.
pose: the relative location, orientation and direction of the parts of a whole. The pose can refer the user, specifically used in terms of identifying the position of a user's body. The pose can also also refer to an entity or object (whose parts can adopt different locations, orientations, etc.) that the user interacts with by means of mobile metaverse services.
predictive digital representation model: a model used for creating a digital representation (e.g. avatar) of a user or object in AR/MR/VR communication  that helps to compensate for communication latency and/or conceal negative effects of high communication latency between the users by predicting for example events, changes or outcomes that impact the digital representation, such as predicting the current position or pose of a remote user. 
service information: this information is out of scope of standardization but could contain, e.g. a URL, media data, media access information, etc. This information is used by an application to access a service.
spatial anchor: an association between a location in space (three dimensions) and service information that can be used to identify and access services, e.g. information to access AR media content.
spatial map: A collection of information that corresponds to space, including information gathered from sensors concerning characteristics of the forms in that space, especially appearance information.
spatial mapping service: A service offered by a mobile network operator that gathers sensor data in order to create and maintain a Spatial Map that can be used to offer customers Spatial Localization Service.
spatial localization service: A service offered by a mobile network operator that can provide customers with Localization.
User Identifier: a piece of information used to identify one specific User Identity in one or more systems. 
NOTE 4: This definition was taken from TS 22.101 [4].
User Identity: information representing a user in a specific context. A user can have several user identities, e.g. a User Identity in the context of his profession, or a private User Identity for some aspects of private life.
NOTE 5: This definition was taken from TS 22.101 [4].
User Identity Profile: A collection of information associated with the User Identities of a user. 
NOTE 6: This definition was taken from TS 22.101 [4].


[bookmark: _Toc120013020][bookmark: _Toc120025138][bookmark: _Toc120025293][bookmark: _Toc120091371][bookmark: _Toc136356617][bookmark: _Toc136857510]5.9	Use Case on Synchronized predictive avatars
[bookmark: _Toc120013021][bookmark: _Toc120025139][bookmark: _Toc120025294][bookmark: _Toc120091372][bookmark: _Toc136356618][bookmark: _Toc136857511]5.9.1 	Description
In this first use case, three users are using the 5GS to join an immersive mobile metaverse activity (which may be an IMS multimedia telephony call using AR/MR/VR). The users Bob, Lukas, and Yong are located in the USA, Germany and China, respectively. Each of the users can beis served by a local mobile metaverse service edge computing server (MECS) hosted in the 5GS, each of the mobile metaverse servers is located close to the user it is serving. In case of IMS such MECS could be an AR Media Function that provides network assisted AR media processing. When a user joins a mobile metaverse activity, such as a joint game or teleconference, the avatar of the user is loaded in the MECS of the other users. For instance, the MECS close to Bob hosts the avatars of Yong and Lukas. 
The distance between the users, e.g., the distance between USA and China is around 11640 Km, determines minimum communication latency, e.g., 11640/c = 38 msec. This latency might also be higher due to different causes such as, e.g., hardware processing. This latency might also be variable due to multiple reasons, such as, e.g., congestion or delays introduced by (variable processing time of) hardware components such as sensors or rendering devices. Since this value maybe too high and variable for a truly immersive joint location agnostic metaverse service experience, each of the deployed avatars includes one or more predictive models of the person it represents and that allow rendering in the local edge server a synchronized predicted (current) digital representation (i.e. avatar) of the remote users. Similar techniques have been proposed for example in [28]. 
Figure 5.9.1-1 shows an exemplary scenario in which a MECS at location 3 (USA) runs the predictive models of remote users (Yong and Lukas) and takes as input the received sensed data from all users (Yong, Lukas, and Bob) as well as the current end-to-end communication parameters (e.g., latency) and generates a synchronized predicted (current) avatar digital representation (i.e. avatar) of the users to be rendered in local rendering devices of Bob. A particular example of such scenario might be about gaming: Yong, Lukas, and Bob are playing baseball in an immersive mobile metaverse activity , and it is Yong’s turn to hit the ball that is going to be thrown by Lukas. If Yong hits the ball, then Bob can continue running since Yong and Bob are playing in the same team. In this example, the digital representation (e.g. avatar) predictive models of Lukas and Yong (deployed at the MECS close to Bob) will allow creating a combined synchronized prediction at Location 3 of Lukas throwing the ball and Yong reacting to the ball and hitting the ball so that Bob can start running without delays and can enjoy a great immersive mobile metaverse experience. 
This example aims at illustrating how predictive models can improve the location agnostic service experience in a similar was as in [28]. Synchronized predictive digital representation (e.g. avatars) are however not limited to the gaming industry and can play a relevant role in other metaverse services, e.g., immersive healthcare or teleconferencing use cases. This scenario involving synchronized predictive digital representation (e.g. avatars) assumes to require synchronization of user experiences to a single clock. 

 [image: ]
Figure 5.9.1-1: Example of a joint metaverse experience with synchronized predicted avatar representation.
[bookmark: _Toc120013022][bookmark: _Toc120025140][bookmark: _Toc120025295][bookmark: _Toc120091373][bookmark: _Toc136356619][bookmark: _Toc136857512]5.9.2	Pre-conditions
The following pre-conditions and assumptions apply to this use case:
1.	Up to three different MNOs operate the 5GS providing access to mobile metaverse services.
2.	The users, Bob, Lukas, and Yong have subscribed to the mobile metaverse services.
3. 	Each of the users, e.g., Bob, decide to join the immersive mobile metaverse service activity.
[bookmark: _Toc49943788][bookmark: _Toc49944501][bookmark: _Toc120013023][bookmark: _Toc120025141][bookmark: _Toc120025296][bookmark: _Toc120091374][bookmark: _Toc136356620][bookmark: _Toc136857513]5.9.3	Service Flows
The following service flows need to be provided for each of the users:
1.	Each of the users, e.g., Bob, decide to join the immersive mobile metaverse service activity and give consent to the deployment of their avatars.
2.	Sensors at each user sample the current representation of each of the users where sampling is done as required by the sensing modalities. The sampled representation of each of the users is distributed to the metaverse edge computing servers of the other users (which may be an AR Media Function in case of IMS) in the metaverse activity.
3. 	Each of the edge computing servers applies the incoming data stream representing each of the far located users to the corresponding digital representation (e.g. avatar) predictive models – taking into account the current communication parameters/performance, e.g., latency – to create a combined, synchronized, and current digital representation of the remote users that is provided as input to rendering devices in the local environment. The predictive model also ensures that it correctly synchronizes with the actual state of the remote users based on which it can make the necessary corrections to the digital representation in case of differences between a predicted state and the actual state.
The service flows for the other users (i.e., Yong in China and Lukas in Germany) are the mirrored equivalent. For instance, even if not shown in Figure 5.9.1-1, the local edge computing server associated to Lukas will run the digital representation (e.g. avatar) predictive models of Yong and Bob and consume the data streams coming from those users. 
[bookmark: _Toc49943789][bookmark: _Toc49944502][bookmark: _Toc120013024][bookmark: _Toc120025142][bookmark: _Toc120025297][bookmark: _Toc120091375][bookmark: _Toc136356621][bookmark: _Toc136857514]5.9.4	Post-conditions
[bookmark: _Toc49943790][bookmark: _Toc49944503]The main post-condition is that each of the users enjoy an immersive metaverse service activity. 
[bookmark: _Toc120013025][bookmark: _Toc120025143][bookmark: _Toc120025298][bookmark: _Toc120091376][bookmark: _Toc136356622][bookmark: _Toc136857515]5.9.5	Existing features partly or fully covering the use case functionality
[bookmark: _Toc49943791][bookmark: _Toc49944504]TS 22.261 includes in Clause 6.40.2 the following requirement related to AI/ML model transfer in 5GS: 
“Based on operator policy, 5G system shall be able to provide means to predict and expose predicted network condition changes (i.e. bitrate, latency, reliability) per UE, to an authorized third party.” 
This requirement is related to requirement [PR 5.9.6.2], but not exactly the same since the usage of predictive digital representation (e.g. avatar) models requires the knowledge of the end-to-end network conditions, in particular, latency. 
[bookmark: _Toc120013026][bookmark: _Toc120025144][bookmark: _Toc120025299][bookmark: _Toc120091377][bookmark: _Toc136356623][bookmark: _Toc136857516]5.9.6	Potential New Requirements needed to support the use case
[PR 5.9.6.1] the 5G system (including IMS) shall provide a means to synchronize the incoming data streams of multiple (sensor and rendering) devices associated to different users at different locations. 
[PR 5.9.6.2] the 5G system (including IMS) shall provide a means to expose predicted network conditions, in particular, latency, between remote users.
[PR 5.9.6.3] The 5G system (including IMS) shall provide a means to support the distribution, configuration, and execution in a local Service Hosting Environment of a predictive digital representation model associated to a remote user in a local service hosting environment involved in multimedia conversational communication. 
[PR 5.9.6.4] The 5G system (including IMS) shall provide a means to predict the rendering of a digital representation of a user (e.g. an avatar) and/or of an object based on the latency of a multimedia conversational communication, and to render the predicted digital representation.
NOTE: 	The predicted rendering is expected to be updated/synchronized with real world information received about the user and/or object. 


[bookmark: _Toc136356761][bookmark: _Toc136857654]7.1.2	Digital representation of users and avatar functionality
Table 7.1.2-1 – Digital representation of users and avatar functionality Consolidated Requirements
	CPR #
	Consolidated Potential Requirement
	Original PR #
	Comment

	[CPR 2.1]
	The 5G system shall support 5G CN to provide real-time feedback in support of conversational XR communication among multiple users simultaneously. 
NOTE: 	The feedback can include information such as network condition, achieved QoS. Such information can be used by the IMS, for example, to trigger the codec negotiation.
	[PR 5.3.6.2-1]

	

	[CPR 2.2]
	Subject to user consent, the 5G system (including IMS) shall support multimedia conversational communications between two or more users including transfer of real time avatar media and audio media.
NOTE 1: Avatar media can be transmitted on both uplink and downlink.
NOTE 2: Confidentiality of the data used to produce the avatar (e.g. from the UE cameras, etc.) is assumed.
	[PR 5.11.6-1]
[PR 5.22.6-1]
[PR 5.11.6-2]
[PR 5.11.6-3]
	

	[CPR 2.3]
	Subject to user consent, the 5G system (including IMS) shall support change of media types between video and avatar media for parties of a multimedia conversational communication. 
	[PR 5.11.6-4] 
	

	[CPR 2.4]
	The 5G system (including IMS) shall support transcoding between media such as text, GTT, video and avatar media in multimedia conversational communications.
NOTE 1:	Text, video or other media could allow a party to control the appearance of its avatar, e.g. to express behaviour, movement, affect, emotions, etc.
NOTE 2:	The transcoding of media enables avatar communication, e.g. in scenarios in which UE participating in an IMS call or other service does not support e.g. FACS, encoding avatar media, generating avatar media, etc.
	[PR 5.11.6-5] 
[PR 5.26.6-2]
[PR 5.26.6-3]
[PR 5.26.6-4]

	

	[CPR 2.5]
	Subject to regulatory requirements, user consent and operator policy, the 5G system (including IMS) shall support the capabilities of rendering the avatar based on the body movement information (e.g. body motion or facial expression) of a human user.
	[PR 5.16.6.2-6]
	

	[CPR 2.6]
	The 5G system (including IMS) shall support the encoding of sensor data capturing the facial expression and movement and gestures of a person, in a standard form.
NOTE: 	The actual transmission and rendering of facial expression and movement and gestures of a person within a multimedia conversational communication is subject to that person’s consent.
	[PR 5.26.6-1]
[PR 5.16.6.2-5]
[PR 5.16.6.2-6]
	

	[CPR 2.7]
	The 5G system (including IMS) shall support compensating for the end-to-end communication latency between the users and/or objects involved in a multimedia conversational communication prior/during rendering the digital representation (e.g. avatar) of the users and/or objects involved (e.g. by using a  predictive digital representation model).
	[PR 5.9.6.3] 
[PR 5.9.6.4]
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