3GPP TSG SA WG 1 Meeting #102 	S1-231104
[bookmark: _GoBack]Berlin, Germany, 22 - 26 May 2023	

Source:	OPPO
pCR Title:	Pseudo-CR on TR updates and clean-up
Draft Spec:	3GPP TR 22.876
Agenda item:	7.6
Document for:	Approval
Contact:	Yang Xu  xuyang@oppo.com

Abstract: This document includes a pCR proposal to make clean-ups / corrections  to TR 22.876.

Discussion
For use case “5.2	Local AI/ML model split on factory robots”
Regarding to “Editor’s Note: The KPIs are for further discussion.”, the intermediate data size is determined based on reference [11], [15], [19], [21] and [22]. Since the AI model in the KPI table is mainly for image recognition which is a basic function for AR display/gaming, it is suitable to define the e2e latency to 10ms referring to the latency we have defined for AR display/gaming in TS 22.261. 
Proposal-1: remove the “Editor’s Note: The KPIs are for further discussion.” In clause 5.2.6.2.

For use case “7.1	Direct device connection assisted Federated Learning”
Two notes in the KPI table are missed. Add the two notes refering to the relevant clause in TR22.874 clause 7.1.6
Proposal-2: add two NOTEs missing in KPI table in clause 7.1.6.2

[bookmark: _Toc128575853][bookmark: _Toc128578744]**********************1st Change**********************
[bookmark: _Toc128575829][bookmark: _Toc128578720]5.2	Local AI/ML model split on factory robots
[……]
[bookmark: _Toc128575832][bookmark: _Toc128578723]5.2.6.2	Potential KPI Requirements
Based on Table 5.2.1-2, the potential KPI requirement is as below:
Table 5.2.6.2-1 KPI for intermediate AI/ML data transmission for model split based robot control
	Model Name
	Payload size (Intermediate data size)
	Max allowed end-to-end latency 
	Experienced data rate 
	Service area dimension
	Communication service availability
	Reliability

	AlexNet [21]
	0.000016 – 1.6 MByte
(8 bits data format)
	10 ms
	0.128 - 1.28 Gbps
	900 m2
(30 m x 30 m)
	99.999 %
	99.999 %

	ResNet50 [22]
	
	
	
	
	
	

	VGGFace [19]
	
	
	
	
	
	

	SoundNet [11]
	
	
	
	
	
	

	PointNet [15]
	0.000064 – 6.4 Mbyte
(32 bits data format)
	10 ms
	0.512 - 5.12 Gbps
	
	
	

	Inception resnet
	
	
	
	
	
	



Editor’s Note: The KPIs are for further discussion.

**********************2nd Change**********************
7.1	Direct device connection assisted Federated Learning 
[bookmark: _Toc128575859][bookmark: _Toc128578750][……]
7.1.6	Potential New Requirements needed to support the use case
[bookmark: _Toc128575860][bookmark: _Toc128578751]7.1.6.1	Functional requirement
 [P.R.7.1-001] Based on user consent and operator policies, the 5G system shall be able to configure  a group of UEs who participate in the same service group (e.g. for the same AI-ML FL task) to establish communication with each other via direct device connection e.g. when direct network connection cannot fulfil the required QoS.
[P.R.7.1-002] Based on user consent, operator policies and the request from an authorized 3rd party, the 5G system shall be able to dynamically add or remove UEs to/from the same service (e.g. a AI-ML federated learning task) when communicating via direct device connection.
[bookmark: _Toc128575861][bookmark: _Toc128578752]7.1.6.2	KPI requirement for direct device communication
The 5G system shall be able to support the following KPI for direct device connection as defined in Table 7.1.6-1
NOTE: The table refers to a typical AI/ML model for image recognition i.e. a 7-bit CNN model VGG16_BN using 2242243 images as training data) [2]. 


Table 7.1.6-1: Latency and user experienced UL/DL data rates for uncompressed Federated Learning
	Mpdel size
(8 bit VGG-16 BN) (see NOTE 2)
	Mini-batch size
(images)
	Maximum latency for trained gradient uploading and global model distribution (see note NOTE 1)
	User experienced UL/DL data rate for trained gradient uploading and global model distribution (see NOTEnote 2)

	132 Mbyte
	64
	3.24s
	325Mbit/s

	
	32
	1.9s
	55Mbit/s

	
	16
	1.3s
	810Mbit/s

	
	8
	1.1s
	960Mbit/s

	
	4
	1.04s
	1.0Gbit/s

	NOTE 1: Latency in this table is assumed 20 times the device GPU computation time for the given mini-batch size. 
NOTE 2: Values provided in the table are calculative needs for an 8-bit VGG16 BN model with 132MByte size [2]
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**********************end of Change**********************



* * * End of Changes * * * *


3GPP
