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Abstract: it is proposed to make CPR mapping table for consolidation of AIML-Ph2.
[bookmark: _Hlk125884464]Discussion 
[bookmark: _Toc103935714][bookmark: _Toc103935715]Based on all functional requirements captured in the latest version of TR 22.876v020, it made a mapping table for consolidation.



****************Start of Change*************
8	Consolidated potential requirements and KPIs
8.2	Consolidated KPIs
8.2.1			Split AI/ML operation between AI/ML endpoints 
Table 8.1-1 KPI Table of Split AI/ML operation between AI/ML endpoints for AI inference by leveraging direct device connection
	Max allowed UL end-to-end latency (NOTE 1)
	UL Payload size (Intermediate data size)
	UL Experienced data rate 
	Service area dimension
	Communication service availability
	Reliability
	Remarks

	2–100 ms
	0.1-1.5 Mbyte for each frame 
	4.8-720 Mbps 

	
	
	
	Proximity-based worktask offloading for Remote driving, AR displaying/gaming, remote-controlled robotics, video recognition and One-shot object recognition

	10 ms
	0.000016 – 1.6 MByte
(8 bits data format)
	0.128 - 1.28 Gbps
	900 m2
(30 m x 30 m)
	99.999 %
	99.999 %
	Local AI/ML model split on factory robots 

	10 ms
	0.000064 – 6.4 Mbyte
(32 bits data format)
	0.512 - 5.12 Gbps
	
	
	
	Local AI/ML model split on factory robots

	NOTE 1: For AIML model splitting, the UL intermediate data size is much bigger than DL result data size.



8.2.2			AI/ML model/data distribution and sharing by leveraging direct device connection 
Table 8.1-1 KPI Table of AI/ML model/data distribution and sharing by leveraging direct device connection
	Max allowed DL end-to-end latency
(NOTE 1)
	Experienced DL data rate
	DL Payload size
	Communication service availability
	Remark

	1s
	0.14 - 1.92 Gbit/s
	18 - 240 MByte
	99.9 %
	AI Model Transfer Management through Direct Device Connection

	3s
	5 – 81.33 Mbyte/s
	15 – 244 MByte
	-
	transfer learning for trajectory prediction

	NOTE 1: the model distribution mainly requires an KPI for DL data transmission




8.2.3			Distributed/Federated Learning by leveraging direct device connection
Table 8.1-1 KPI Table of Distributed/Federated Learning by leveraging direct device connection
	Ul/DL Payload size
(NOTE 1)
	Maximum UL/DL latency 
	Experienced UL/DL data rate 
	Reliability
	Remark

	132 MByte
	1.04-3.24 s
	55 – 960 Mbit/s
	
	Direct device connection assisted Federated Learning

	132 MByte
	
	
	
	Asynchronous Federated Learning via direct device connection

	18 – 50 MByte
	1 s
	140 – 220 Mbit/s
	99.99%
	

	NOTE 1: For Distributed/federated learning, the UL and DL data size are almost the same due to the training gradient (UL) and global model (DL) are corresponding to the same model and have the same amount of parameters



*******************End of Change*****************

