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Abstract: This document proposes a new use case for TR 22.856
1. Introduction
The TR 22.856-030 introduces new use-case services for localized metaverse services. While communications, media, transactions, and business areas are well addressed, industry applications requiring localized metaverse services still need to be included. Therefore, this document proposes to include Immersive Tele-Operation as part of TR 22.856.
Some KPIs are based on the 5GAA “Tele-operated driving” use case already referenced in the current TR [1].
230327 changes :
- added digital twin definition (tentative, with EN)
- added CCTV & FOV abbreviations
- minor wording corrections

230403 changes :
- reworded PRs to associate digital twin with UEs and clarify synchronization requirements
- reworded “frequency” to “transfer interval” in the KPI table and update values accordingly
- added considerations about regulation and policies related to tele-operation

230734 changes
- removed notes 1 & 2 in PRs
- added ITU-T reference, updated “digital twin” definition & removed EN
- separate rows, updated service area & moved 5GAA explicit wording in KPI table to external ref

2. Reason for Change
Address industrial applications in TR 22.856.
3. Conclusions
4. Proposal
It is proposed to agree to the following changes to 3GPP TR 22.856.
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[bookmark: _Toc120012967][bookmark: _Toc120025081][bookmark: _Toc120025234][bookmark: _Toc120091312][bookmark: _Toc120091466]3.1	Terms
For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
Spatial Map: A collection of information that corresponds to space, including information gathered from sensors concerning characteristics of the forms in that space, especially appearance information.
Localization: A known location in 3 dimensional space, including an orientation, e.g. defined as pitch, yaw and roll.
Spatial Mapping Service: A service offered by a mobile network operator that gathers sensor data in order to create and maintain a Spatial Map that can be used to offer customers Spatial Localization Service.
Spatial Localization Service: A service offered by a mobile network operator that can provide customers with Localization.
spatial anchor: an association between a location in space (three dimensions) and service information that can be used to identify and access services, e.g. information to access AR media content.
Service information: this information is out of scope of standardization but could contain, e.g. a URL, media data, media access information, etc. This information is used by an application to access a service.
Conference: An IP multimedia session with two or more participants. Each conference has a "conference focus". A conference can be uniquely identified by a user. Examples for a conference could be a Telepresence or a multimedia game, in which the conference focus is located in a game server.
NOTE 1: This definition was taken from TS 22.228 [2].
Conference Focus: The conference focus is an entity which has abilities to host conferences including their creation, maintenance, and manipulation of the media. A conference focus implements the conference policy (e.g. rules for talk burst control, assign priorities and participant’s rights).
NOTE 2: This definition was taken from TS 22.228 [2].
location related service experience: user interaction and information provided by a service to a user that is relevant to the physical location in which the user accesses the service.
location agnostic service experience: user interaction and information provided by a service to a user that has little or no relation to the physical location in which the user accesses the service. Rather the service provides interaction and information concerning either a distant or a non-existent physical location.
mobile metaverse media: media communicated or enabled using the 5G system including audio, video, XR (including haptic) media, and data from which media can be constructed (e.g. a 'point cloud' that could be used to generate XR media.)
digital representation: the mobile metaverse media associated with the presentation of a particular virtual or physical object. The digital representation could present the current state of the object. One example of a digital representation is an avatar, see Annex A.
digital twin: A real-time representation of physical assets in a digital world. 
Note: This definition was taken from [A].
mobile metaverse: the user experience enabled by the 5G system of interactive and/or immersive XR media, including haptic media.
mobile metaverse service: the service that provides a mobile metaverse experience to a user by means of the 5G system.
immersive: a service offering AR/MR/VR media that appears realistic and acceptable to the user, generally so rapidly responsive to user interaction that the user can behave as they would interacting with real objects.mobile metaverse server:	an application server that supports one or more mobile metaverse services to a user access by means of the 5G system.
gesture: a change in the pose that is considered significant, i.e. as a discriminated interaction with a mobile metaverse service.
pose: the relative location, orientation and direction of the parts of a whole. The pose can refer the user, specifically used in terms of identifying the position of a user's body. The pose can also also refer to an entity or object (whose parts can adopt different locations, orientations, etc.) that the user interacts with by means of mobile metaverse services.
Digital asset container: virtual container, in which the user holds his/her digital assets (cryptocurrencies, tokens such as NFT, purchased items, IDs...). 
NOTE 3: This digital asset container must also allow to provide his/her Know Your Customer (KYC): to provide proof without disclosing information (to prove an element of the identity without revealing the personal data). 
NOTE 4: Some of the information stored in this digital asset container can be certified (such as IDs, because it has already been authenticated upstream and is encrypted). 
NOTE 5: User information can be managed by several different platforms (third parties).digital asset: anything that is stored digitally and is uniquely identifiable that can be used to realize value. Examples of digital asset include digital image (avatar). 
Editor's Note: this definition needs to be revisited.
User Identity: information representing a user in a specific context. A user can have several user identities, e.g. a User Identity in the context of his profession, or a private User Identity for some aspects of private life.
NOTE 6: This definition was taken from TS 22.101 [4].
User Identifier: a piece of information used to identify one specific User Identity in one or more systems. 
NOTE 7: This definition was taken from TS 22.101 [4].
User Identity Profile: A collection of information associated with the User Identities of a user. 
NOTE 8: This definition was taken from TS 22.101 [4].
autonomous virtual alter ego: an AI-based digital representation behaving autonomously on behalf of a user herself/himself in the mobile metaverse services.
digital twin: A real-time representation of physical assets in a digital world. 
Editor's Note: this definition is taken from ITU-T Y.3090 and may be updated. Relationship with “digital representation" may be clarified.
* * *Third Change* * * 
[bookmark: _Toc120012969][bookmark: _Toc120025083][bookmark: _Toc120025236][bookmark: _Toc120091314][bookmark: _Toc120091468]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
CCTV	ClosedCircuit TeleVision
FACS	Facial Action Coding System
FOV	Field Of View

* * *Start ofFourth Change (All new text)* * * 

5.x	Immersive Tele-Operated Driving in Hazardous Environment
[bookmark: _Toc114573764][bookmark: _Toc120013091][bookmark: _Toc120025209][bookmark: _Toc120025364][bookmark: _Toc120091442][bookmark: _Toc120091596]5.x.1	Description
Operating vehicles, lifting devices, or machines in an industrial environment is hazardous when achieved manually and locally by a human. Depending on the environment, operators are exposed to dangerous material, toxic fumes, extreme temperatures, landslide risks, radioactivity, etc.
AGVs already exist, although it is expected that human operators can take remote control to remotely operate such moving vehicles.
In this use case, it is proposed to leverage 5G to provide an end-to-end system in which a remote user controls a moving device (vehicle, lifting device, robot, etc.) with an immersive cockpit displayed on a virtual reality head-mounted display and haptic gloves for control. Furthermore, the cockpit is complemented with information from the digital twin of the place in where the user operates (e.g., sensors in a factory, type of material around, other moving vehicles or persons).
The use case improves user safety and makes the operations even more accurate by merging additional information from a digital twin.
[bookmark: _Toc114573765][bookmark: _Toc120013092][bookmark: _Toc120025210][bookmark: _Toc120025365][bookmark: _Toc120091443][bookmark: _Toc120091597]5.x.2	Pre-conditions
Bob works in a seaport; he operates a lifting device. The place in which he is operating is surrounded by cranes, machines, containers, pipes, and barrels containing hazardous substances. 
A new mobile metaverse service is available: instead of locally controlling the device, Bob is installed in a safe remote location from which he is working. The surrounding information is available through a digital twin of the seaport and can come from various sources (IoT sensors, CCTV cameras, connected machines, and other vehicles). 
In order to maximize Bob’s efficiency, the metaverse service experience delivered by the system is real-time with non-noticeable latency. This use case includes both location related and location agnostic service experience examples.
The mobile metaverse service Bob uses for teleoperation is running on a mobile metaverse server. In addition, Bob is equipped with a head-mounted display and haptic gloves to remotely control the vehicle.
[bookmark: _Toc114573766][bookmark: _Toc120013093][bookmark: _Toc120025211][bookmark: _Toc120025366][bookmark: _Toc120091444][bookmark: _Toc120091598]5.x.3	Service Flows
1. This morning, Bob stayed home as his boss informed him about a potential hazard at the factory that was identified through some sensor on a pipe. Unfortunately, the exact nature and location of the hazard on the pipe are not known. So, Bob decides to remotely inspect the factory before his boss and local public authorities arrive to check.
2. He puts on his head-mounted display on which a cockpit environment is displayed from the mobile metaverse server: a virtual control panel appears in front of him. He can see his hands and the control panel in the cockpit. Bob’s application is connected to the mobile metaverse server which enables him to use the service.
3. Bob can tell the mobile metaverse server to configure which surrounding information from the digital twin he wants to monitor. He decides to focus on the 3D representation of the pipe and get real-time sensor information from it, as well as live data from the ambient temperature and gas sensors. The mobile metaverse server media displays additional predicted data that temperature is growing, gas concentration is increasing, and that there is a high risk of explosion in less than 10min if this continues. This surrounding information is incrusted integrated with other display elements in the cockpit, but he can anchor it in his FOV.
4. While driving along the seaport by remotely controlling the lifting device via its digital twin in the metaverse server, Bob can also see the (hidden) content of other pipes.
[bookmark: _Toc114573767][bookmark: _Toc120013094][bookmark: _Toc120025212][bookmark: _Toc120025367][bookmark: _Toc120091445][bookmark: _Toc120091599]5.x.4	Post-conditions
Thanks to the 5G Metaverse mobile metaverse “Tele-operated Driving” service, Bob has been able to drive the vehicle remotely in a reactive way avoiding dangers and finding the leak with the help of the information provided via the digital twins.
[bookmark: _Toc114573768][bookmark: _Toc120013095][bookmark: _Toc120025213][bookmark: _Toc120025368][bookmark: _Toc120091446][bookmark: _Toc120091600]5.x.5	Existing feature partly or fully covering use case functionality
[bookmark: _Toc114573769]The use case related to traffic flow simulation in clause 5.2 already provides requirements and KPIs related to the operation of a moving UE, similar to an AGV. However, that use case does not envision the use of remote control, e.g., using haptic devices and HMD, which trigger new requirements.
The use case related to critical healthcare services in clause 5.10 captures the usage of HMD and haptic devices with related requirements and KPIs, which can be generalized to industrial operations. However, this use case does not consider time-critical decisions based on surrounding moving objects in an open area. Neither it relies on real-time digital twins updates to track of the characteristics of the environment (e.g., information about pipe content, etc.)
[bookmark: _Toc120013096][bookmark: _Toc120025214][bookmark: _Toc120025369][bookmark: _Toc120091447][bookmark: _Toc120091601]5.x.6	Potential New Requirements needed to support the use case
[PR 5.x.6-1] The 5G system shall be able to provide suitable means to associate acquire and transfer real-time and non-real-time data flows about users and physical objects (incl. location & movement) to allow themrelated to one or multiple UEs to be represented as with a single digital twins in the mobile metaverse service.

[PR 5.x.6-2] The 5G system shall be able to provide suitable means to acquire and transfer real-time and non-real-time environmental data (incl. sensors and A/V streams) for use in metaverse service.
[PR 5.x.6-23] Subject to regional or national regulatory requirements and operator’s policy, The the 5G system shall be able to provide suitable means to synchronize physical world entitiesobjects connected to one or multiple UEs (including their movement) with their digital twin maintained by the mobile metaverse service (including their movement) and vice-versa in the metaverse service.

NOTE 1: How an application actually operates on the real world upon receiving a command via the mobile metaverse service, e.g. using actuators, changing environmental controls configuration, etc is out of scope of the 5G system. In addition, regulations and/or other standards could apply to remote operations.

[PR 5.x.6-4] The 5G system shall be able to provide suitable means to transfer real-time and non-real-time processed data from the metaverse service to users and physical objects.
[PR 5.x.6-53] The 5G system shall be able to support the following KPIs for remotely controlling physical objects in via the mobile metaverse service via their digital twins.

	Use Cases
	Characteristic parameter (KPI)
	
	Influence quantity
	

	
	Max allowed end-to-end latency
	Service bit rate: user-experienced data rate
	Reliability
	Area Traffic capacity
	Message Data Volume (bits)
	Frequency
(Hz)Transfer interval
	Position accuracy
	UE speed
	Service Area
	Remarks

	Metaverse-based real-time control of physical objects (Tele-Operated Driving)
	DL: [20] ms

UL: [100] ms [25] (NOTE 1)


< 2ms for tactile sensors (NOTE 6)
	DL: [0.1~1 Mbit/s] 

UL: [10~50 Mbit/s] [25] 

(NOTE 5)

	DL: 99,999% 
UL: 99%
 [25]
	[~3670 Mbit/s/km2 ] 
(NOTE 4)
	UL: ~8Mbps video stream. Four cameras per vehicle (one for each side): 4*8=32Mbps. 

UL:  Sensor data (interpreted objects).
Assuming 1 kB/object/100 ms and 50 objects: 4 Mbps [25]
	210~1050 ms [25]
(NOTE 2)
	[10] cm [25]
	[10-50] km/h (vehicle) [25]

Stationary/Pedestrian (user)
	Up to 10km radius [25]

(NOTE 3)
	UL (NOTE 5)


	
	[20] ms [25]

	[0.1~0.4 Mbit/s] [25]

	99,999% [25]

	[~4 Mbit/s/km2 ] 
(NOTE 4)
	Up to 8Kb 
per message [25]
	20 ms [25]
(NOTE 2)
	[10] cm [25]
	[10-50] km/h (vehicle) [25]

Stationary/Pedestrian (user)
	Up to 10km radius [25]

(NOTE 3)
	DL (NOTE 5)


	
	1-20ms
(NOTE 6)
	16 kbit/s -2 Mbit/s
(without haptic compression encoding);

0.8 - 200 kbit/s 
(with haptic compression encoding)
(NOTE 6)
	99.999%
(NOTE 6)
	[~20 Mbit/s/km2 ] 
(NOTE 4)
	2-8 (1 DoF) (NOTE 6)
	
	
	Stationary/Pedestrian (user)
	Up to 10km radius [25]

(NOTE 3)
	Haptic feedback

	NOTE 1:     The end-to-end latency refers to the transmission delay between a UE and the mobile metaverse server or vice-versa, not including sensor acquisition or actuator control on the vehicle side, processing, and rendering on the user side (estimated additional 100ms total). Target e2e user experienced max delay depends on reaction time of the remote driver (eg at 50km/h, 20ms means 27cm of remote vehicle movement). Proposed value based on 5GAA “Tele-Operated Driving” use case.
NOTE 2:      Based on 5GAA “Tele-Operated Driving” use case. UL data transfer interval around 20ms (video)10Hz (sensor) to 100ms (sensor)50Hz (video), DL data transfer interval (commands) around 50Hz20ms.
NOTE 3:    	The service area for teleoperation depends on the actual deployment; for example, it can be deployed for a warehouse, a factory, a transportation hub (seaport, airport etc.), or even a city district or city.  In some cases, a local approach (e.g., the application servers are hosted at the network edge) is preferred to satisfy low latency and high-reliability requirements. KPI from 5GAA “Tele-Operated Driving” use case.
NOTE 4:     The area traffic capacity is calculated for one 5G network, considering 4 cameras + sensors on each vehicle. Density is estimated to 10 vehicles/km2, each of the vehicles with one user controlling them. [25]
NOTE 5:     Based on 5GAA “Tele-Operated Driving” use case[25]. UL is real-time vehicle data (video streaming and/or sensor data), DL is control traffic (commands from the remote driver)
NOTE 6:     KPI comes from [5] UC 5.10 “Immersive Interactive Mobile medical services over NPNs”cl 7.11 “remote control robot” use case
	


Table-5.x.6-1: Key Performance Indicator (KPI) for Mmobile metaverse Tele-Operated Driving


* * * End of Changes * * *
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