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Abstract: This paper proposes an addition of a new use case in TR 22.841 v.0.2.0.
1. Introduction
<Introduction part >
2. Reason for Change
Introduction of a new use case
3. Conclusions
<Conclusion part (optional)>
4. Proposal
It is proposed to agree the following changes to 3GPP TR 22.841 v.0.2.0.


* * * First Change * * * *
5.x.1	Description
In many cases, devices operating on the factory floor will be grouped based on their function, location or other characteristics. For example, Automated Guided Vehicles (AGVs) may be required to move in groups to transport large or heavy work-pieces cooperatively [TS 22.104]. This next generation of AGVs will have a remote control system, residing in the edge could, guiding them. Such AGVs with a remote controller form a closed-loop system, requiring timely delivery of commands, feedback, and, generally, access to services. The communication link(s) between the control system and AGV must be reliable in both directions. They also need to provide the required QoS in up-link and downlink to ensure AGVs’ safe and efficient operation and enable flexibility of the routes that they may take.
In many cases, AGVs operating on the factory floor will be grouped - for example, AGVs may be required to move in groups to transport large or heavy work-pieces cooperatively [TS 22.104]. Furthermore, AGVs may be, e.g. moving material from the outside loading areas to the inside of the plant and vice versa. The outside loading area may not be in the immediate vicinity of the plant and, hence, not within the coverage of PNI-NPN. Furthermore, such AGVs may be required to transport the material between multiple sites in a locality where there is limited or no NPN coverage between the sites. Also, the distance between different sites may be too large for an NPN to cover. .While at least one PLMN operator in the area provides coverage, the NPN coverage in the area outside the plant may be patchy.
Hence, this use case addresses a group of infrastructure-assisted AGVs , that stream high-quality video. Each AGV within the group has the same QoS and has to move in a coordinated way with other group members. AGVs also require,, with closed-loop control, whereby a central system controller that may be located in the edge cloud controls the drives and movements of each of the AGVs in the group. The communication between AGVs and the control system is bidirectional. The use case addresses the requirement for smooth mobility and high-quality video streaming to the server access to local (micro)services residing in the NPN’s network, with the required QoS, via an MNO’s access network when a group of AGVs are moving in and out of the coverage footprint of NPN.  For example, as they move through the plant and outside the plant, each group member may be required to provide real-time video feed to the control system, based on which AGVs are navigated, and transport of material/work-pieces is coordinated. Moreover, streaming video packets from each AGV will likely need to be received at the control centre within a tight time interval.  
Furthermore, each AGV may be required to access other (micro)services in the edge cloud that also require tight timing of data coming to/from all the group members. These requirements stipulate using the same communication path for all group members per a service. In other words, each flow that belongs to the same service intended for different members of the group (or from different members of the group) should use the same access network/network path to experience similar delay.
Finally, it should be possible that, based on the QoS requirements and the conditions of two networks (e.g. availability and available capacity), both networks are utilised so that the data traffic to and from each AGV in the group can be appropriately split or steered.
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Figure 1 This figure illustrates loading areas in In a vicinity of the plant, where , NPN-OP#1 & MNO-A provide 3GPP access networks, Note that for provision of highly reliable and high quality connectivity to the NPN’s  edge-cloud based services loading areas may be located further away from the plant..
NOTE 1:  As stated in TS 22.104, AGVs are a sub-group of mobile robots. In this use case, the term AGV refers to the future generation of AGVs, which can be controlled remotely, e.g. from the edge cloud, enabling flexible route navigation.  
NOTE 2: TS 22.104, Annex 2.2.5 addresses Cooperative carrying and envisages UE-UE/Prose communication, which is different from this use case. Namely, this use case addresses cooperative carrying, where each group member is required to communicate to the control system, which belongs to a local SNPN data network.  
NOTE 3: This use case does not preclude the use of D2D communication in addition to communication with the radio access network.
NOTE 4: A group where there is a group leader receiving instructions from the control centre and communicating those instructions to others is not within the scope of this UC.
* * * Next Change * * * *
5.x.2 Pre-conditions
AGVs with onboard UEs are a part of group AGV-G#1. Inside the plant, NPN operator NPN-OP#1, which is a standalone PNI-NPN operator, provides coverage using 3GPP access network(s), and each AGV-G#1 group member connectivity to the NPN-OP#1’s data network.
NPN operator NPN-OP#1, which is a standalone NPN operator, provides coverage using 3GPP access network(s) and each AGV-G#1 group’s member connectivity to its data network.
Each UE of AGV-G#1 supports dual-3GPP access and dual-radio over the two RATs, and each AGV-G#1 member is equipped with cameras and sensors to collect and report real-time information. 
Video streaming is one of the supported services by AGV-G#1 members. Members of AGV-G#1 have the same QoS requirements for video streaming. Members of AGV-G#1 access the same (micro)services in the edge cloud, and have the same QoS requirements, corresponding to a specific service. Video streaming is one of the supported services by AGV-G#1 members. 
A specific traffic policy for each AGV-G#1 member to access NPN-OP#1 data network includes the use of MNO-A’s access network when there is no coverage by NPN-OP#1, or dual access (home network and MNO-A network) based on QoS requirements.
* * * Next Change * * * *
5.x.3 	Service Flows
1) AGV-G#1 group members are inside the plant, at an AGV’s stationary point and within the NR coverage of NPN-OP#1. Each AGV- G#1 member is in idle mode.
2) The controller initiates data connections to each group member and instructs AGV-G#1 members to collect an object nearby the production line and transport it to the outside of the plant, to Loading Area 1. 
32) The controller also instructs AGV-G#1 members to start real-time video streaming to the server in the edge cloud, based on which the controller navigates the group's movement through the plant and coordinates cooperative carrying. AGV-G#1 group members are using NPN-OP#1 access network to provide real-time video streaming.
43) AGV-G#1 members have moved outside, by Loading Area 1, where there is an excellent coverage by MNO-A. At the same time, NPN OP#1 is experiencing a surge in capacity demand. To continue providing high-quality video streaming to the remote control system in its data network, the traffic of all group members is split steered in a way that video traffito ctraffic utilizes MNO-A’s access network only, and closed-loop commands and feedback use home access network (i.e. NPN OP#1) . 
54) The designated material is offloaded correctly and the AGV-G#1 members are instructed to move to Loading Area 2, while still utilizing MNO-A’s network, as NPN-OP’1s network coverage in this area is poor... 
6) As AGV-G#1 moves from Loading Area 1 to Loading Area 2, NPN-OP#1 coverage degrades significantly. All group members video and other services are switched to MNO-A’s network.  
57) In Loading Area 2, AGV-G#1 members are instructed to collect another object and transport it to the loading area inside the plant.  
68) As AGV-G#1 members move from Loading Area 2 to the inside of the plant, NPN-OP#1 coverage is excellent and the network has ample capacity.  Streaming video and other services of all AGV-G#1 are switched to NPN-OP#1’s network.  
97) AGV-G#1 group members offload the collected object to the loading area inside the plant and are instructed to return to the stationary point and stop the streaming service.
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Figure 2 AGV-G#1 is moving through the factory floor and to the outside of the plant, streaming real-time video and transmitting/receiving closed-loop commands/feedback in to the NPN’s edge cloud by splitting and switching/steering traffic between NPN-OP#1 and MNO-A networks. Each group member is using the same access network/communication path for the same service.
* * * Next Change * * * *
5.x.4	Post-conditions
AGV – G#1 group has had reliable access and required QoS for NPN-OP#1 (micro)services, e.g. video-streaming, and closed loop command and feedback to the controller while moving seamlessly between NPN-OP#1 and MNO-A coverage. It has safely and efficiently moved inside and outside the plant, transported the designated objects to/from the loading areas, moving in a coordinated way. 
* * * Next Change * * * *
5.x.5 Existing features partly or fully covering the use case functionality
Same as in 5.3.5 of the TR. 
Further existing features that partly or fully cover the use case functionality are FFS.
* * * Next Change * * * *
5.x.6	Potential New Requirements needed to support the use case
[PR 5.x.6-001] Based on operators’ policy, the 5G system shall be able to support mechanisms to enable dynamic steering, splitting and switching of  each service/application-specificUE’s user data, pertaining to a single data session,  of each UE offor a group of UEs within a specified time across two 3GPP access networks of two different operators (e.g. NPN and PLMN), one belonging to the home network, to meet service-specific QoS requirements for that group of UEs.
NOTE 1: It is assumed that each UE in the group is accessing the same services with the same QoS requirements.
[PR 5.x.6-002] Based on operator’s policy, the 5G system shall be able to support mechanisms to enable dynamic steering, splitting and switching of per-serviceUE’s user data of each member of thefor a group of UEs such that specific service flow(s) use the same network path access network for all group membersUEs of that group.

NOTE2: The above requirements assume a proper business agreement is in place between the NPN and MNO network operatorsMNO, including negotiation of specific traffic routing policies and rules. 
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