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******       Start of  changes  ***********
A.2.2.3	Mobile robots
Mobile robots and mobile platforms, such as automated guided vehicles, have numerous applications in industrial and intra-logistics environments and will play an increasingly important role in the Factory of the Future. A mobile robot essentially is a programmable machine able to execute multiple operations, following programmed paths to fulfil a large variety of tasks. This means, a mobile robot can perform activities like assistance in work steps, collaboration with other robots, e.g. for car assembly, and transport of goods, materials and other objects. Mobile robot systems are characterised by a maximum flexibility in mobility relative to the environment, with a certain level of autonomy and perception ability, i.e., they can sense and react with their environment. 
Autonomous guided vehicles (AGVs) are a sub-group of mobile robots. AGVs are driverless and used for moving materials efficiently within a facility. A detailed overview of the state of the art of autonomous-guided-vehicle systems is provided elsewhere in the literature [16]. All mobile robots incorporate all functionalities needed for an AGV.
Today, the AGV’s control intelligence is hosted inside the AGV. In the future, centralised fleet control will be hosted in the edge cloud, which will require reliable wireless communication between the control entity and all AGVs. Also, the current paradigm of pre-describing a route for the AGV will be replaced with target-based navigation. This paradigm change will make AGV routes more flexible.
Mobile robots are monitored and controlled from a guidance control system. Radio-controlled guidance control is necessary to get up-to-date process information, to avoid collisions between mobile robots, to assign driving jobs to the mobile robots, and to manage the traffic of mobile robots. The mobile robots are track-guided by the infrastructure with markers or wires in the floor or guided by own surround sensors, like cameras and laser scanners. 
Mobile robot systems can be divided in operation in indoor, outdoor and both indoor and outdoor areas. These environmental conditions have an impact on the requirements of the communication system, e.g., the handover process, to guarantee the required cycle times. 
Where this document does not explicitly refer to AGVs, the term mobile robots applies to AGVs as well as to mobile robots.







Table A.2.2.3-1: Service performance requirements for mobile robots
	[bookmark: _Hlk126927653]Use case #
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value [%]
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Service bitrate: user experienced data rate
	Message size [byte]
	Transfer interval: lower bound
	Transfer interval: target value (note)
	Transfer interval: upper bound
	Survival time
	UE speed
	# of UEs
	Service area

	1
	> 99.999 9
	~ 10 years
	< target transfer interval value
	–
	40 to 250
	 – < 25 % of target transfer interval value
	1 ms to 50 ms
	+ < 25 % of target transfer interval value
	target transfer interval value
	≤ 50 km/h
	≤ 2,000
	≤ 1 km2

	2
	> 99.999 9
	~ 1 year
	< target transfer interval value
	–
	15 k to 250 k
	– < 25 % of target transfer interval value
	10 ms to 100 ms
	+ < 25 % of target transfer interval value
	target transfer interval value
	≤ 50 km/h
	≤ 2,000
	≤ 1 km2

	3
	> 99.999 9
	~ 1 year
	< target transfer interval value
	–
	40 to 250
	– < 25 % of target transfer interval value
	40 ms to 500 ms
	+ < 25 % of target transfer interval value
	target transfer interval value
	≤ 50 km/h
	≤ 2,000
	≤ 1 km2

	4
	> 99.999 9
	~ 1 week
	10 ms
	> 10 Mbit/s
	–
	–
	
	–
	–
	≤ 50 km/h
	≤ 2,000
	≤ 1 km2

	NOTE:	The transfer interval is not so strictly periodic in these use cases. The transfer interval deviates around its target value within bounds. The mean of the transfer interval is close to the target value.



Use case one
Periodic communication for the support of precise cooperative robotic motion control (transfer interval: 1 ms), machine control (transfer interval: 1 ms to 10 ms), co-operative driving (10 ms to 50 ms).
Use case two
Periodic communication for video-operated remote control.
Use case three
Periodic communication for standard mobile robot operation and traffic management.
Use case four
Real-time streaming data transmission (video data) from a mobile robot to the guidance control system.
Additional information
AGVs have the following needs.
–	The direct-device control is time-critical since the communication involves safety-relevant functions such as emergency stop and the avoidance of obstacles. 
–	For the implementation of swarm intelligence, position and availability information are needed. A possible route change due to a blocked route affects the routes of all other AGVs that will follow. The communication is less time-critical than for safety-relevant functions.
–	Camera-based navigation requires high data rates. Examples for camera-based navigation are the positioning of boxes/containers, detection of persons and obstacles, as well as creation and administration of a map for flexible navigation. Note that sensor-based navigation requires lower data rates than camera-based navigation.
· AGV route control and emergency safety related time critical latency and response can be achieved with an edge cloud where the edge infrastructure is located close to the AGVs

Mobile robots have additional needs.
–	The mobile robot provides an additional service during transport (for instance quality inspection, scanning of surroundings, asset identification, carrying of work pieces). In order to reduce the uplink data rate, pre-compression of data is possible directly on the device. The communication is not or at least less time-critical than the motion control of the mobile robot.
–	The mobile robot needs to interact with the periphery (for instance intelligent storage racks, stationary robots, and moving machines). This communication is time-critical. Interaction with the periphery can be relevant at the start point, end point, and also at several intermediate stations (for instance the collection of parts from intelligent storage racks). The exact position and orientation can be determined by a centering station and the AGV sensors. Additional scanning by the robot with a video camera may be necessary. The edge infrastructure on-premise or close to the factory influence the latency and reliability factors of a time critical applications and processing of  time sensitive data from the local sensors and devices (AGVs, Robots, cobots etc.)

 Next change in 22.104:

 A.2.3.x	Inspection in production systems

In future, digital twin production control system based on augmented reality based will be used in the factories.  A digital twin is a digital and virtual model of aspects of a functional system combined with real-time aspects of how the system operates.  A digital twin production control system is envisioned to be automated using telemetry data of the production system as input to an AI/ML trained model based on the  digital twin of the production machine.  A process control function can compare the machine data (example:position, rotation level, speed etc.) and also manufacturing output (sensor data, high-speed photograpy, and/or high-resolution video) and send commands for corrective measure. It requires the process control function which resides at the Edge cloud near the production area.
The sensor data from manufacturing equipment and high-speed photography and/or high-resolution video from the manufacturing line can be used to compare actual results against the intended behavior using the digital twin. The video transfer could require high-bandwidth data communication in the design as well. Corrective actions for mis-alignments between the actual system and the digital twin could be implemented using closed-loop inspection process. The inspection process described here is automatic. If the inspection process is manual then the service performance requirmeents should follow the Table A.2.4.2-1.
The 5G based inspection with the digital twin mechanism provides knowledge of machine performance in-situ and enables production optimization using adaptive digital models and AR overlays to improve production quality.


Table A.2.3.x: Service performance requirements for automated inspection
	[bookmark: _Hlk126927627]Use case #
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value [%]
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Message size [byte]
	Transfer interval: lower bound
	Transfer interval: target value
	Transfer interval: upper bound
	Survival time
	UE speed
	# of UEs
	Service area (note)

	1
	99.999 
	≥ 1 year
	< target transfer interval value
	20 – large packets
	-20 % of target transfer interval value
	<=20 ms
	+20% of target transfer interval value
	Variable depending upon vertical industry
	typically stationary
	< 5 typically
	
typically ≤100 m x 100 m x 50 m

	NOTE:	Length x width x height.



Use case one
The periodic telemetry data and video images are used from the digital twin in the production system for analysis and then the processed outcome is sent back to the system for any adjustment of  the machine components.

The following diagram explains the digital twin operation to manage the production in a factory both manually and dynamically.

[image: ]
 


· Low-latency AR overlays and incorporation of AI/ML techniques to identify manufacturing issues and improve product quality as well as to enable offline adjustments for optimization, adaptations, and preventive operations on the machines



******       End of  changes  ***********
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