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Abstract: This paper proposes a scenario for an AI-powered voicebot.
1. Introduction
Service robots will, in some cases, need to support voice services between the served human and a conversational algorith, typically an AI on a server. |This scneario looks at the suitability of the 5G system for the connectivity to support this.
2. Reason for Change
This pCR introduces the scenario for a Real-time conversational robot (or voicebot) and assesses the KPIs of the 5GS for suitability.
4. Proposal
It is proposed to agree the following changes to 3GPP TR 22.916 v0.2.0.


* * * First Change * * * *
[bookmark: _Toc112789854][bookmark: _Toc119920033]5.2	Real-time conversational robot
[bookmark: _Toc112789855][bookmark: _Toc119920034]5.2.1	General description
This scenario proposes a service robot who participates in a spoken conversation with a human. 
Voicebots can enable an elderly person to access those digital services which use is difficult for them due to physical or cognitive challenges. Voicebots are well suited especially for primary contacts with customer service, because they make it easier and faster to access the services. In addition, voice bots can help in gathering information related to elderly’s wellbeing and functioning, for example. This can speed up health care personnel’s response to the customer's service needs, making the allocation of resources easier while improving patient safety as a consequence. 
In addition, voicebots can support health care professionals to perform routine tasks which often requires lot of resources. Voice-based solutions can speed up, for example, making appointments, reporting laboratory results, or customer surveys for large groups. In this manner, professionals’ resources would be freed up for those tasks where there is need for human service.
Fundamentally, a voicebot can work in one of two ways:
1) The user’s device works on the text transcript of the customer’s speech, obtained using an Automatic Speech Recognition (ASR) engine, send this text transcript to a cloud or Edge based Natural language processing (NLP) and natural language understanding (NLU) entity capable of processing text transcripts, receive a response, and the user’s device converts the text response to voice using a Text-to-speech (TTS) engine,
2) The user’s device records voice input as audio samples, transmits these audio samples to a cloud or Edge based Natural language processing (NLP) and natural language understanding (NLU) entity capable of processing speech audio, receive a response, and the user’s device converts the text response to voice using a Text-to-speech (TTS) engine,
3) The user’s device establishes a voice call (VoIP, VoLTE, VoNR, RCS, or other) towards a cloud or Edge function which directly interprets the speech, performs analysis and response formulation, before directly responding to the user by generating speech.
There are latency constraints with solution (1) (many ASR and TTS engines each consume a second of processing time, rendering the speech flow unnatural) which might limit suitability for conversational services. Typically, solution (3) is preferred in the voice assistant industry where conversational response times are less critical. It is proposed here that for voicebot services, solution (3) is the prime candidate. However, it should be noted that if the seconds of latency experienced in solutions (1) and (2) are covered by some language or some sound as the voicebot retrieves information, the perceived latency may be much less insignificant compared to the actual latency.
Solution (3) results in the requirement that the 3GPP system needs to be able to maintain a resilient voice connection with sufficient throughput and quality to enable the user’s speech to be adequately processed at the cloud or Edge ASR engine, to allow for voicebot processing and response generation, and for the voicebot’s response to be received by the user with sufficiently low latency as to enable a perception of “humanity” by the user.
[bookmark: _Toc119920035]5.2.2	Related existing service requirements 
TS 22.261, clause 7.6.1:		To support interactive task completion during voice conversation, the 5G system shall support low-delay speech coding for interactive conversational services (100 ms, one-way mouth-to-ear).
ITU-T Recommendation G.114 & 3GPP TS 26.114:	See Figure 1 for the relationship between mouth-to-ear delay (one way transmission time for voice, also consider this as voicebot-to-ear delay) and perceived quality by the user
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Figure 1: ITU-T Rec. G.114 – Determination of the effects of absolute delay by the E-model

5.2.3	Challenges and potential gaps
None.
* * * End of Change * * * *
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