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Abstract: This document analyse the question provided in S2-2300559 and provides the proposal answer to each question.
Discussion
The LS S2-2301578 is sent to SA1 for some questions regarding a few of KPI value. Based on the historical discussion in R18 AMMT, we provide the analysis and proposals as below
Q1: Could SA1 check whether the 2 ms Max allowed DL end-to-end latency in Table 7.10-1 of TS 22.261 for Split AI/ML image recognition is really necessary KPI value for 5GC? If not, SA2 kindly asks SA1 to revise this KPI
The requirement of “PDB = 2ms” is from table 5.1.6.1-1 in TR22.874 clause 5.1.6 as below. They are used for AR display/gaming, remote driving and remote-controlled robotics. The value in column “End-to-end latency” copied the latency value already defined in SA1 TS (22.261, 22.104, 22.186) for the corresponding services. It was misunderstood that the “End-to-end latency” for the time consumed by transmission and application processing, actually it is only for transmission time. 
Table-1 Image recognition latency and UL data rate for intermediate data uploading (excerpted from TR22.874)
	User application
	Latency: maximum
	User experienced UL data rate

	
	End-to-end latency
	Image recognition latency
	Intermediate data uploading latency
	AlexNet
(Fig. 5.1.1-1, see note 4)
	VGG-16
(Fig. 5.1.1-2, see note 4)

	One-shot object recognition at smartphone
	Several seconds
	~1s
	~100ms
	1.6~21.6Mbit/s
	8~240Mbit/s

	Person identification in security surveillance system
	Several seconds
	~1s
	~100ms
	1.6~21.6Mbit/s
	8~240Mbit/s

	Photo enhancements at smartphone
	Several seconds
	~1s
	~100ms
	1.6~21.6Mbit/s
	8~240Mbit/s

	Video recognition
	Several seconds
	33ms@30FPS
	~10ms
	16~216Mbit/s
	80Mbit/s~2.4Gbit/s

	AR display/gaming
	7~15ms (see note 1)
	<5ms
	2ms
	80Mbit/s~1.08Gbit/s
	0.4~12Gbit/s

	Remote driving
	10ms (see note 2)
	<5ms
	2ms
	80Mbit/s~1.08Gbit/s
	0.4~12Gbit/s 

	Remote-controlled robotics
	10~100ms (see note 3)
	<5ms
	2ms
	80Mbit/s~1.08Gbit/s
	0.4~12Gbit/s 

	NOTE 1:	According to [4][5], the VR motion-to-photon latency is in the range of 5-15ms. 
NOTE 2:	According to [46] the one-way latency required for remote driving is 5ms. The round-trip latency is assumed to be 10ms. 
NOTE 3:	According to [5] the end-to-end latency required for video-operated remote-controlled robotics is 10~100ms.
NOTE 4:	As listed in table 5.1.1-1 and table 5.1.1-2, the intermediate data size for the split points of AlexNet and VGG-16 is 0.02 ~ 0.27MByte and 0.1 ~ 3MByte respectively.



Proposal-1: change the value of “intermediate data uploading latency” from 2ms to 10ms (see table-2 in Q3), which aligns the value defined for service motion-to-photon, remote-driving, remote-controlled robotics

Q2: Could SA1 clarify if it is really necessary to update the model in 1 sec?
Some use cases in TS 22.261 clauses 7.10 are for the real time service (e.g. Automotive Networked Systems, speech recognition, Media quality enhancement) where it needs a new or updated model to the UE side in very short time (1~3 second) to guarantee the user will not get aware of any service interruption due to model downloading/updating. 
Proposal-2: confirm the 1 second for model downloading is a minimum latency to be fulfilled. Also mention the real time service needs to download a model in a range of 1~3 seconds in the LS reply.

Q3: SA2 would like to ask if any suggested PDB value from SA1? For example, Does PDB = 10ms for AI/ML inference between UE and Application Function and PDB = 100ms for AI/ML model downloading/Federated learning can fulfil the SA1 requirement or not?
In the SA2 LS, it is noticed the end-to-end latency defined in SA1 is not the same thing as Packet Delay Budget (PDB) defined in SA2. Specifically,
· In SA1, the definition of “end-to-end latency: the time that it takes to transfer a given piece of information from a source to a destination, measured at the communication interface, from the moment it is transmitted by the source to the moment it is successfully received at the destination.
· In SA2, the Packet Delay Budget (PDB) defines an upper bound for the time that a packet may be delayed between the UE and the N6 termination point at the UPF.
According to the definition above, “end-to-end latency = payload size/data rate + PDB”. As usually, the time used for transmission of a piece of information takes the most part of end-to-end latency value, hence the “PDB” should be obviously smaller than “payload size/data rate”. Following this logic, the suggested value PDB=100ms for AIML model downloading is fine to SA1 given the downloading time is 1 second or higher, but the suggested value PDB=10ms for AI inference needs to be further reduced, e.g. to 4ms. By doing this and considering the latency is 10ms as mentioned in Q1, the KPIs can be further relaxed to the value in cyan as below.
Table-2  KPI Table of split AI/ML inference between UE and Network Server/Application function (excerpted from TS22.261)
	Uplink KPI
	Downlink KPI
	Remarks

	Max allowed UL end-to-end latency
	Experienced data rate
	Payload size
	Communication service availability
	Reliability
	Max allowed DL end-to-end latency
	Experienced data rate
	Payload size
	Reliability
	

	210 ms
	1.08/3=0.36 Gbit/s
	0.27 MByte
	99.999 %
	99.9 %
	
	
	
	99.999 %
	Split AI/ML image recognition

	100 ms
	1.5 Mbit/s
	
	
	
	100 ms
	150 Mbit/s
	1.5 MByte/‌frame
	
	Enhanced media recognition

	
	4.7 Mbit/s
	
	
	
	12 ms
	320 Mbit/s
	40 kByte
	
	Split control for robotics

	NOTE 1:	Communication service availability relates to the service interfaces, and reliability relates to a given system entity. One or more retransmissions of network layer packets can take place in order to satisfy the reliability requirement.



Another thing needs to be notified is that, though the expected PDB for AI inference is small (e.g. 4ms), the payload size (intermediate data) is small as well such as 0.27Mbyte (referring to TS22.261, clause 7.10).
Proposal-3: Confirm the suggested value PDB=100ms for AIML model downloading is fine to SA1, while the PDB for AIML inference should be further reduced to 4ms suggested by SA1. Meanwhile, SA1 would like to notify SA2 though the expected PDB for AI inference is 4ms, the payload size (intermediate data) is small such as 0.27Mbyte only.

Q4: Any other feedback SA1 would like to provide?
SA1 once discussed the special usage of AIML traffic, e.g. in S1-213144, S1-214079. When entities other than the user (e.g. 3rd party applications) initiate procedures such as AI/ML training or AI/ML split inferencing that requires the UE involvement, this can often result in a lot of data being consumed by the UE to, for example, download an AI/ML model. This type of traffic is referred to as 'AI/ML data transfer'. As these procedures are not normally requested or triggered by the user, a capability needs to be defined so that, depending on the users' agreement with their operator, the user is not charged for such AI/ML data transfer usage. In order to enable this capability, it is essential that this type of UE AI/ML data transfer traffic is distinguished from a charging perspective. 
According to the above reason, the 5G core network shall support collection of charging information based on whether the usage is for AI model training/FL services. E.g. the requirement in TS22.261 clause 9.1 “The 5G system shall be able to support collection of charging information for a group of UEs, e.g. UEs of a AI/ML FL group.”
Therefore, a dedicated QoS flow with 5QI for AIML traffic (inference, model downloading, federated learning) will not only help a good QoS performance but also to distinguish the traffic for a differentiated charging and policy control.
Proposal-4: answer in the LS reply, that given in the special usage of AIML traffic (for example, the model training data is not normally consumed by the user, a capability needs to be distinguished so that, depending on the users' agreement with their operator, the user is not charged for such model training data transfer usage), SA1 considers different QoS flows with their respective dedicated 5QIs for AIML traffic (inference, model downloading, federated learning) will not only help a good QoS performance but also to distinguish the traffic for operator’s better policy and charging control.
Proposal
Proposal-1: change the value of “intermediate data uploading latency” from 2ms to 10ms, which aligns the value defined for the similar service motion-to-photon, remote-driving, remote-controlled robotics
Proposal-2: confirm the 1 second for model downloading is a minimum latency to be fulfilled. Also mention the real time service needs to download a model in a range of 1~3 seconds in the LS reply.
Proposal-3: Confirm the suggested value PDB=100ms for AIML model downloading is fine to SA1, while the PDB for AIML inference should be further reduced to 4ms suggested by SA1. Meanwhile, SA1 would like to notify SA2 though the expected PDB for AI inference is 4ms, the payload size (intermediate data) is small such as 0.27Mbyte only.
Proposal-4: answer in the LS reply, that given in the special usage of AIML traffic (for example, the model training data is not normally consumed by the user, a capability needs to be distinguished so that, depending on the users' agreement with their operator, the user is not charged for such model training data transfer usage), SA1 considers different QoS flows with their respective dedicated 5QIs for AIML traffic (inference, model downloading, federated learning) will not only help a good QoS performance but also to distinguish the traffic for operator’s better policy and charging control.




