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Abstract: This document proposes corrections to clause 2 and 5 of TR 22.876.
1. Introduction
In clause 2 and 5 there are number of issues which should be corrected.
2. Reason for Change
1. Clause 2: In the reference [10] the incorrect specification “TR 21.905” has been added. It should be replaced by “TS 22.261”.
2. Clause 5.1.5: One referenced requirement from TS 22.261 is incomplete.
3. In Clause 5 there are number of editorial issues (typos, formatting issues, incomplete/incorrect numbering of figures and potential requirements, incorrect references).
4. Proposal
It is proposed to agree the following changes to 3GPP TR 22.876 v0.2.0.


* * * First Change * * * *
[bookmark: _Toc113618500]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
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[4]		Huaijiang Zhu, Manali Sharma, Kai Pfeiffer, Marco Mezzavilla, Jia Shen, Sundeep Rangan, and Ludovic Righetti, “Enabling Remote Whole-body Control with 5G Edge Computing”, to appear, in Proc. 2020 IEEE/RSJ International Conference on Intelligent Robots and Systems. Available at: https://arxiv.org/pdf/2008.08243.pdf
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[7]	M. Chen, H. V. Poor, W. Saad, and S. Cui, “Wireless communications for collaborative federated learning,” IEEE Commun. Mag., vol. 58, no. 12, pp. 48–54, Dec. 2020
[8]		Jianmin Chen, Xinghao Pan, Rajat Monga, Samy Bengio, Rafal Jozefowicz, “Revisiting Distributed Synchronous SGD,” arXiv preprint arXiv: 1604.00981, 2016
[9] 		Shuxin Zheng, Qi Meng, Taifang Wang, Wei Chen, Nenghai Yu, Zhi-Ming Ma, Tie-Yan Liu, “Asynchronous Stochastic Gradient Descent with Delay Compression” arXiv: 1609.08326, 2020
[10]	3GPP TR 21.905TS 22.261: "Service requirements for the 5G system".

…
[x]	<doctype> <#>[ ([up to and including]{yyyy[-mm]|V<a[.b[.c]]>}[onwards])]: "<Title>".

* * * Next Change * * * *
[bookmark: _Toc113618506]5	Split AI/ML operation between AI/ML endpoints for AI inference by leveraging direct device connection connection
[bookmark: _Toc113618507]5.1	Proximity based work task offloading for AI/ML inference 
[bookmark: _Toc113618508]5.1.1	Description

The model splitting is the most significant feature for AI inference. As some R18 use cases in TR 22.874[32] shows, the number of terminal computing layers and the amount of data transmission are corresponding to different model splitting points. For example, as figure x5.1-1 shows, the general trend is that the more layers the UE calculated, the less intermediate data needs to be transmitted to application server. In another word, when UE has low computation capacity (e.g. due to low battery), the application can change the splitting point to let UE calaulate calculate fewer layers while increasing the data rate in Uu for transmistting a higher load of intermediate data to network. 
However, sometimes the data rate cannot be increased due to radio resource limitation, in such circumstances, UE with low computation capacity needs to offload the computation task to a proximity UE (likely a relay UE) but still keeping the computation service and let the proximity UE to send the calculated data to network. Thus, by offloading the work task using direct device connection, the original UE’s computation load will be released while the data rate in Uu interface will not necessarily be increased either, which leads to a more ideal performance.
[image: ]
Figure 5.1-1. Layer-level computation/communication resource evaluation for an AlexNet model (abstracted from subclause 5.1.1 in TR 22.874)
[bookmark: _Toc355779205][bookmark: _Toc354586743][bookmark: _Toc354590102][bookmark: _Toc113618509]5.1.2	Pre-conditions

A UE uses the AI model (AlexNet) for image recognition. As predetermined by application, there are 5 alternative splitting points which are corresponding to intermediate data size and data rate, see references [13-14] in TR 22.874, while fewer the layers being calculated implies fewer the work load being performed by UE. The specific values are shown in the table below (it is abstracted from clause 5.1 Split AI/ML image recognition in TR22.874).
Table 5.1-1: Required UL data rate for different split points of AlexNet model for video recognition @30FPS (Frame Per Second)
	Split point
	Approximate output data size (MByte)
	Required UL data rate (Mbit/s)

	Candidate split point 0
(Cloud-based inference)
	0.15
	36

	Candidate split point 1
(after pool1 layer)
	0.27
	65

	Candidate split point 2
(after pool2 layer)
	0.17
	41

	Candidate split point 3
(after pool5 layer)
	0.02
	4.8

	Candidate split point 4
(Device-based inference)
	N/A
	N/A



[bookmark: _Toc355779206][bookmark: _Toc354586744][bookmark: _Toc354590103][bookmark: _Toc113618510]5.1.3	Service Flows



                
(a) 	no task offloading 	(b) task offloading by UE-B
Figure 5.1-32: Using direct device connection (sidelink) to realize the proximity-based work task offloading. In this case, the data rate on Uu need not be increased while the original UE’s computation load is offloaded
1. As shown in left(a) of Figure x5.1-2, UE-A is doing image recognition using Alexnet Model as described in clause 5.41.2. It selects splitting point-3 for the AI inference. 
The E2E service latency (including image recognition latency and imtermediate data transmission latency) is 1 second. 
2. When the UE-A’s battery becomes low, it cannot afford the heavy work task for the AlexNet model (i.e. calculating layer 1-15 for AlexNet model in local side).
3. Being managed by 5G network, the UE-A discovers UE-B (a Costomized Customer Premise EquirementEquipment, CPE) which has installed the same model and is willing to take the offloading task from UE-A. 
NoteNOTE1: the The 5G network does not store UE-A and UE-B’s location data. 
Then UE-A established the sidelink (direct device connection) to UE-B. During the sidelink establishment, the UE-B also gets the information of the total service latency (including the image recognition latency and intermediate data transmission latency) and the processing time consumed by UE-A for computing layer 1-4.
4. 	Since the UE-B has acquired the E2E service latency and the processing time consumed by UE-A, and also it knows its own processing time for computing layer 5-15, the UE-B can determine the QoS parameters applied to both Uu and Sidelink while keeping the E2E service latency same as the E2E service latency described in step-1. 
NOTE2: It is assuming the UE-A and UE-B have the same computation capacity, i.e. the time used for computing the certain AlexNet model layers are the same for UE-A and UE-B. Otherwise, the data rate on Uu and Sidelink may be changed accordingly. 
4. The UE-A sends the intermediate data (data after calculating layer 1-4) to UE-B via sidelink and let UE-B makes further processing then transmit the intermediate data (data after calculating layer 5-15) to application server via Uu. The specific model layers being computed by UE-A and UE-B are shown in the right(b) in figure x5.1-32.
5. UE-A continues to perform image recognition by leveraging sidelink and UE-B’s computation capacity while the source and destination IP address and the E2E service latency for the image recognition service is unchanged.
[bookmark: _Toc355779207][bookmark: _Toc354586745][bookmark: _Toc354590104][bookmark: _Toc113618511]5.1.4	Post-conditions

Thanks to UE-B’s help, the proximity-based work task offloading is performed. By doing so, 
-  it decreased the UE-A’s work task by letting UE-A to compute fewer layers of AlexNet model, which helps to meet the low battery condition happened to UE-A;
-  The the UE-B computes the rest of layers which is originally from the UE-A’s work task;
-  the mobile network does not need to increase the QoS parameters such as guaranteed data rate because the intermediate data rate transmitted by UE-B is unchanged.
[bookmark: _Toc355779209][bookmark: _Toc354586747][bookmark: _Toc354590106][bookmark: _Toc113618512]5.1.5	Existing features partly or fully covering the use case functionality

In TS 22.261 clause 6.9, the description about the direct network connection mode and the indirect network connection mode as well as the service continuity for switching between the two modes have been described. They are summarized as below:
The UE (remote UE) can connect to the network directly (direct network connection), connect using another UE as a relay UE (indirect network connection), or connect using both direct and indirect connections.
The 5G system shall support different traffic flows of a remote UE to be relayed via different indirect network connection paths.
The 5G system shall be able to maintain service continuity of indirect network connection for a remote UE when the communication path to the network changes (i.e. change of one or more of the relay UEs, change of the gNB).
However, there is no proximity-based work task offloading which means that the “relay UE” not only performs the indirect network communication but also performs task computation for the “remote UE”. This may impact the current discovery mechanism, QoS determination on Uu and PC5, and charging aspect.
[bookmark: _Toc113618513]5.1.6	Potential New Requirements needed to support the use case
[bookmark: _Toc56982022][bookmark: _Toc91256624][bookmark: _Toc113618514]5.1.6.1	Potential Functionality Requirements
[P.R.x5.1.6-001] The 5G system shall have the means to modify the QoS of communication via direct device connection path.
NOTE 1:	The split point selection is dynamic. In consequence, the amount of intermediate data will vary. To maintain the end to end latency, the QoS is adjusted.
[P.R.x5.1.6-002] The 5G system shall be able to collect charging information for proximity-based work task offloading.
[bookmark: _Toc113618515]5.1.6.2	Potential KPI Requirements
Considering the widely-used AlexNet and VGG-16 model for proximity-based work task offloading, the following KPIs need to be supported:
Table 5.1-2	KPI requirements for proximity-based work task offloading
	
	UL data size
(for sidelink)
	UL data rate
(for sidelink)
	Intermediate data uploading latency (including sidelink+Uu)
	Image recognition latency

	AlexNet model with 30FPS (NOTE 1)
	0.15 - 0.02 Mbyte for each frame
	4.8 – 65 Mbit/s
	-  2ms for Remote driving, AR displaying/gaming, and remote-controlled robotics;
-  10ms for video recognition;
-  100ms for One-shot object recognition, Person identification, or photo enhancement in smart phone
	1s

	VGG-16 model with 30FPS
	0.1 - 1.5 Mbyte for each frame
	24 - 720 Mbit/s
	
	1s

	NOTE 1: FPS stands for Frame Per Second



* * * Next Change * * * *
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