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*** Start change 1 ***
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*** End change 1 ***
*** Start change 2 ***
[bookmark: _Toc68765822]4.1	Overview
The use cases and requirements on IMS-based telepresence are defined in TS 22.228 [3] to enable telepresence support in IMS applications. 
Enabling telepresence support involves updating and enhancing the existing IMS procedures for point-to-point calls as specified in 3GPP TS 24.229 [4] and for multiparty conferences as specified 3GPP TS 24.147 [5]. This has been addressed in 3GPP TS 24.103 [6], which incorporates IETF's ControLling mUltiple streams for tElepresence (CLUE) framework [7]-[10] with the Session Initiation Protocol (SIP), Session Description Protocol (SDP) and Binary Floor Control Protocol (BFCP) to facilitate controlling multiple spatially related media streams in an IM session supporting telepresence.
In order to provide a "being there" experience for conversational audio and video telepresence sessions between remote locations, where the users enjoy a strong sense of realism and presence, capabilities and preferences need to be co-ordinated and negotiated between local and remote participants such as:
-	audio and video spatial composition information; e.g. spatial relationship of two or more objects (audio/video sources) in the same room to allow for accurate reproduction on the receiver side
-	capabilities of cameras, screens, microphones and loudspeakers, and their relative spatial relationships
-	meeting description, such as view information, language information, participant information, participant type, etc.
CLUE achieves media advertisement and configuration to facilitate controlling and negotiating multiple spatially related media streams in an IMS conference supporting telepresence, taking into account capability information, e.g. screen size, number of screens and cameras, codecs, etc., so that sending system, receiving system, or intermediate system can make decisions about transmitting, selecting, and rendering media streams. With the establishment of the CLUE data channel, the participants have consented to use the CLUE protocol mechanisms to determine the capabilities of the each of the endpoints with respect to multiple streams support, via the exchange of an XML-based data format. The exchange of CLUE messages of each participant's "advertisement" and "configure" is to achieve a common view of media components sent and received in the IM session supporting telepresence. 
TS 24.103 [6] specifies procedures to deal with multiple spatially related media streams according to the CLUE framework to support telepresence and to interwork with IM session as below:
1)	Initiation of telepresence using IMS, which includes an initial offer/answer exchange establishes a basic media session and a CLUE channel, CLUE exchanges to "advertisement" and "configure" media components used in the session, then followed by an SDP offer/answer in Re-INVITE request to complete the session establishment (see more for the general idea in draft-ietf-clue-framework IETF RFC 8845 [7]);
2)	Release or leaving of an IM session supporting telepresence, which needs remove the corresponding CLUE channel;
3)	Update of an ongoing IM session supporting telepresence, triggered by CLUE exchanges modifying existing CLUE information. For example: a new participant at an endpoint may require the establishment of a specific media stream;
4)	Presentation during an IM session supporting telepresence, which may also be initiated by the exchange of CLUE messages and possibly need an updated SDP offer/answer and activation of BFCP for floor control; and
5)	Interworking with normal IM session, this is to let the normal IMS users be able to join telepresence using IMS.
*** End change 2 ***
*** Start change 3 ***
[bookmark: _Toc68765823]4.2	TP UE
A TP UE shall support functional components and user plane protocol stack of an MTSI client as specified in clause 4.2 of TS 26.114 [2]. Moreover, a TP UE shall support the data channel capabilities of a DCMTSI client as described in clause 6.2.10 of TS 26.114 [2]. However, the DCMTSI client support for ‘bootstrap data channels’ described in clause 6.2.10 of TS 26.114 [2] is not expected from TP UEs. 
A TP UE shall use the IMS data channel capability of a DCMTSI client for the exchange of CLUE messages based on DTLS/SCTP (Datagram Transport Layer Security over Stream Control Transmission Protocol) [13] negotiated via the initial SDP offer and answer, in order to open the CLUE data channel based on a SCTP stream in each direction, following draft-ietf-mmusic-data-channel-sdpnegIETF RFC 8864 [14].
A TP UE offers a DTLS/SCTP association together with the media format indicating the use of a data channel in the first SDP offer or subsequent SDP offers. A TP UE can further open the data channel via the SDP-based "SCTP over DTLS" data channel negotiation mechanism to indicate specific non-conversational application (e.g. CLUE protocol) over it.
*** End change 3 ***
*** Start change 4 ***
	
[bookmark: _Toc68765834]8.2	Capture-Related Parameters
[bookmark: _Toc68765835]8.2.1	General Parameters
Table 8.2.1.1: General parameters
	Parameter
	Need for signalling at session initiation
	Need for signalling during session
	Remarks

	mediaType
	Y
	Y
	See the “mediaType”the "MediaCapture" attributes in clause 11.2 of IETF CLUE data model schema [10].

	captureScene description
	Y
	Y
	See the "Description"Capture Scene attributes in clause 7.3.1 of IETF CLUE framework [7] and the <captureScene> element in clause 10.2416 of IETF CLUE data model schema [10].

	sceneView description
	Y
	Y
	See the "View"Capture Scene View attributes in clause 7.3.2 of IETF CLUE framework [7] and the <sceneView> element in clause 1710.25 of IETF CLUE data model schema [10].

	Llang
	Y
	N
	See the "Language" attribute in clause 7.1.1.9 of IETF CLUE framework [7] and the <lang> element in clause 11.15 of IETF CLUE data model schema [10].

	Ppriority
	Y
	Y
	See the "Priority" attribute in clause 7.1.1.12 of IETF CLUE framework [7] and the <priority> element in clause 11.14 of IETF CLUE data model schema [10].

	EembeddedtText
	Y
	Y
	See the "Embedded Text" attribute in clause 7.1.1.13 of IETF CLUE framework [7] and the <embeddedText> element in clause 11.20 of IETF CLUE data model schema [10].

	relatedTo
	Y
	Y
	See the "Related tTo" attribute in clause 7.1.1.14 of IETF CLUE framework [7] and the <relatedTo> element in clause 11.17 of IETF CLUE data model schema [10].

	Ppresentation
	Y
	Y
	See the "Presentation" attribute in clause 7.1.1.7 of IETF CLUE framework [7] and the <presentation> element in clause 11.19 of IETF CLUE data model schema [10].

	personInfo
	Y
	Y
	As perSee the Person Information attribute in clause 7.1.1.10 in of IETF CLUE framework [7] and the <personInfo> element in clause 21.1.210.29 of IETF CLUE data model schema [10].

	personType
	Y
	Y
	As perSee the Person Type attribute in clause 7.1.1.11 inof IETF CLUE framework [7] and the <personType> element in clause 21.1.310.29 of IETF CLUE data model schema [10].

	sceneInformation
	Y
	Y
	As perSee the Scene Information attribute in clause 7.3.1.1 inof IETF CLUE framework [7] and the <sceneInformation> element in clause 16.110.24 of IETF CLUE data model schema [10].

	mediaCapture description
	Y
	Y
	See the "Description" attribute in clause 7.1.1.6 of IETF CLUE framework [7] and the <description> element in clause 1011.13 of IETF CLUE data model schema [10].

	captureScene scale
	Y
	N
	See Capture Scene attributes"Scale information" in clause 7.3.1 of IETF CLUE framework [7] and the “scale” attribute in clause 16.410.24 of IETF CLUE data model schema [10].

	mediaCapture mobility
	Y
	N
	See the "Mobility of cCapture" attribute in clause 7.1.1.4 of IETF CLUE framework [7] and the <mobility> element in clause 110.16 of IETF CLUE data model schema [10].

	mediaCapture view 
	Y
	Y
	See the "View" attribute in clause 7.1.1.8 of IETF CLUE framework [7] and the <view> element in clause 110.18 of IETF CLUE data model schema [10].

	maxGroupBandwidth
	Y
	N
	See the Encoding Group data structure"maxGroupBandwidth" in clause 9.2 of IETF CLUE framework [7] and the <maxGroupBandwidth> element in clause 18.1 of IETF CLUE data model schema [10].

	Simulcast
	Y
	Y
	Telepresence systems may provide multiple encodings for the one capture through a technique known as simulcast. For example, this may be achieved by sending multiple video coding streams with different characteristics to allow a receiving endpoint to choose the stream that meets its needs. Mechanisms for accomplishing simulcast in RTP and how to signal it in SDP are provided in [21]. 



[bookmark: _Toc68765836]8.2.2	Visual Parameters
Table 8.2.2.1: Visual parameters
	Parameter
	Need for signalling at session initiation
	Need for signalling during session
	Remarks

	colorGamut
	Y
	N
	This parameter indicates the Colour Gamut used in a Telepresence Video Stream. Signalled as part of the codec information, e.g. in H.264 and H.265 SEI [16]-[17].

	lumaBitDepth
	Y
	N
	This parameter indicates the bit depth of the luma samples in a digital picture. Signalled as part of the codec information, e.g. in H.264 and H.265 SEI [16]-[17].

	chromaBitDepth
	Y
	N
	This parameter indicates the bit depth of the chroma samples in a digital picture. Signalled as part of the codec information, e.g. in H.264 and H.265 SEI [16]-[17].

	effectiveResolution
	N
	N
	This parameter indicates effective resolution of a rendered video stream as perceived by the viewer, as defined by ITU-T H.TPS-AV [41]. Not signalled.

	captureArea
	Y
	Y
	See the "Area of Capture" attribute in clause 7.1.1.3 of IETF CLUE framework [7] and the <captureArea> element in clause 110.5.2 of IETF CLUE data model schema [10].

	capturePoint
	Y
	Y
	See the "Point of Capture" attribute and "captureOrigin" in clause 7.1.1.1 inof IETF CLUE framework [7] and the <captureOrigin> element in clause 110.5.1 of IETF CLUE data model schema [10].

	lineOfCapturePoint
	Y
	Y
	See the "Point on lLine of Capture" attribute in clause 7.1.1.2 of IETF CLUE framework [7] and the <captureOrigin> element in clause 110.5.1 of IETF CLUE data model schema [10].

	maxVideoBitrate
	Y
	Y
	This parameter indicates the maximum number of bits per second relating to a single video encoding and is signalled in the SDP. See "max-mbps" in IETF RFC 6184 [18] and "CustomMaxMBPS" in ITU-T H.241 [22].

	maxWidth
	Y
	N
	This parameter indicates the maximum video resolution width in pixels and is signalled in the SDP. See "horizontal image size" in IETF RFC 6236 [23] and "CustomPictureFormat" in ITU-T H.245 [24].

	maxHeight
	Y
	N
	This parameter indicates the maximum video resolution height in pixels and is signalled in the SDP. See "vertical image size" in IETF RFC 6236 [23] and "CustomPictureFormat" in ITU-T H.245 [24].

	maxFramerate
	Y
	N
	This parameter indicates the maximum video framerate and is signalled in the SDP. See "framerate" in IETF RFC 4566 [25] and "MaxFPS" in ITU-T H.241 [22].



[bookmark: _Toc68765837]8.2.3	Audio Parameters
Table 8.2.3.1: Audio parameters
	Parameter
	Need for signalling at session initiation
	Need for signalling during session
	Remarks

	Audio capturePoint
	Y
	Y
	See the "Point of Capture"  attributeand "captureOrigin" in clause 7.1.1.1 inof IETF CLUE framework [7] and the <captureOrigin> element in clause 110.5.1 of IETF CLUE data model schema [10].

	Audio lineOfCapturePoint
	Y
	Y
	See the "Point on lLine of Capture" attribute in clause 7.1.1.2 of IETF CLUE framework [7] and the <captureOrigin> element in clause 110.5.1 of IETF CLUE data model schema [10].

	Audio sensitivityPattern
	Y
	Y
	See the "Audio Capture Sensitivity Pattern" attribute in clause 7.1.1.5 of IETF CLUE framework [7] and the <sensitivityPettern> element in clause 12.10.20.1 of IETF CLUE data model schema [10].

	maxAudioBitrate
	Y
	Y
	This parameter indicates the maximum number of bits per second relating to a single audio encoding and signalled in the SDP. See "bandwidth" in IETF RFC 4566 [25] and "maxBitRate" in ITU-T H.245 [24].

	nominalAudio Level
	Y
	Y
	This parameter indicates the nominal audio level sent in the Telepresence audio stream. See ITU-T H.245 [24] and clause 7.1.3.3 of ITU-T H.TPS-AV [41].

	dynamicAudioLevel
	N
	Y
	This parameter indicates the actual audio level sent in the Telepresence audio stream as it varies as a function of time, and may be signalled in the RTP header extension. See IETF RFC 6464 [26] and clause 7.1.3.4 of ITU-T H.TPS-AV [41].



[bookmark: _Toc68765838]8.2.4	Delay Parameters
Table 8.2.4.1: Delay parameters
	Parameter
	Need for signalling at session initiation
	Need for signalling during session
	Remarks

	endToEndVideoDelay
	N
	N
	This parameter indicates the one-way end to end delay (camera lens to video display) of the video media sent between two Telepresence terminals. In order to provide a high QoE telepresence experience to end-users, telepresence systems, it is desirable for the end to end video delay to be less than 320 milliseconds [39]-[41]. Not signalled.

	endToEndAudioDelay
	N
	N
	This parameter indicates the one-way end to end delay (mouth to ear) of the audio media sent between two Telepresence terminals. In order to provide a high QoE telepresence experience to end-users, telepresence systems, it is desirable for the end to end audio delay to be less than 280 milliseconds [39]-[41]. Not signalled.

	audioVideoSynchronization
	N
	N
	This parameter indicates the synchronization between an audio and the corresponding video media stream (EndtoEndVideoDelay-EndtoEndAudioDelay). In order to provide high QoE telepresence services to end-users, telepresence systems should maintain synchronization within 40 and -60 milliseconds (i.e. synchronization error is less than 40 ms if the audio stream is ahead of the video stream and less than 60 ms if the video stream is ahead of the audio stream) [39]-[41]. Not signalled.



NOTE: Delay numbers are based on ITU-T references [39]-[41] and 3GPP-specific modifications are FFS.
[bookmark: _Toc68765839]8.2.5	Multiple Source Capture Parameters
Table 8.2.5.1: Multiple Source Capture parameters
	Parameter
	Need for signalling at session initiation
	Need for signalling during session
	Remarks

	multiContentCapture
	Y
	Y
	See the "Multiple cContent cCapture" in clause 7.2 of IETF CLUE framework [7].

	MCC sources
	Y
	Y
	See the "Multiple cContent cCapture" in clause 7.2 of IETF CLUE framework [7].

	MCC maxCaptures
	Y
	Y
	See the "MaxCapturesimum Number of Captures within a MCC" MCC attribute in clause 7.2.1.1 of IETF CLUE framework [7].

	MCC policy
	Y
	Y
	See the "Policy" MCC attribute in clause 7.2.1.2 of IETF CLUE framework [7].

	MCC synchronizationID
	Y
	Y
	See the "SynchronizationID Identity" MCC attribute in clause 7.2.1.3 of IETF CLUE framework [7].

	multiContentCapture
	Y
	Y
	See the "Multiple content capture" in clause 7.2 of IETF CLUE framework [7].

	MCC sources
	Y
	Y
	See the "Multiple content capture" in clause 7.2 of IETF CLUE framework [7].

	MCC maxCaptures
	Y
	Y
	See the "Maximum Number of Captures within a MCC" MCC attribute in clause 7.2 of IETF CLUE framework [7].

	MCC policy
	Y
	Y
	See the "Policy" MCC attribute in clause 7.2 of IETF CLUE framework [7].

	MCC synchronizationID
	Y
	Y
	See the "Synchronization Identity" MCC attribute in clause 7.2 of IETF CLUE framework [7].
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