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1. Overall Description:

SA5 thanks SA2 for their LS reply on network data analysis energy saving and for their replies to SA5 questions. SA5 informs SA2 that, in TR 28.809 (Study on enhancement of management data analytics), the Management Data Analytics (MDA) provides a capability of processing and analyzing the raw data related to network and service events and status (e.g., performance measurements, Trace/MDT/RLF/RCEF reports, QoE reports, alarms, configuration data, network analytical data, and service experience data from AFs, etc.) to provide analytics report (including recommended actions) to enable the necessary actions for network and service operations. The MDA, in conjunction with Artificial Intelligence (AI) and Machine Learning (ML) techniques, brings intelligence and automation to the network and service management & orchestration.
Therefore, SA5 sees NWDAF and MDAS/MDAF (MDA Service / MDA Function) as two services / functions potentially complementing each other in some cases or as alternative to each other in some other cases. TR 28.813 clause 4.3.2.1 (Potential solution #1: OA&M centric energy saving) describes a potential solution to the SA2 use case ‘Network data analysis assisted energy saving’ in which NWDAF and MDAF complement each other. This potential solution is divided in four phases (Observation, Analytics, Decision, Execution). MDAF collects analytics from NWDAF during the observation phase.
SA5 question No. 1 (from S5-203360): It is not clear:
a. how UEs are characterized as low or high priority and on which criteria (e.g. user profile, etc.),
SA2 answer (in S2-2009349): This can be based e.g. on the slice(s) that a UE is using, and/or user profile. Therefore, the question of static precedence of a given user appears to be of minor importance, with the exception of dedicated UPFs (e.g. to a slice, to a company).

SA5: noted.
b. where NWDAF gets this information from,
SA2 answer (in S2-2009349): This can be NFs like UDM, SMF, AMF, etc.
SA5: noted. This is information which MDAF could get as well from those NFs.
c. whether UE priority is relative to within a given network slice (i.e. priority amongst UEs of a given network slice) or across network slices (i.e. priority amongst UEs of different network slices);

SA2 answer (in S2-2009349): Depending on the criteria used per answer a. above, UE priority may be relative to other UEs within a given network slice and/or applicable across network slices (e.g. low/high priority slice).

SA5: ok.
SA5 question No. 2 (from S5-203360): It is not clear if the main criteria for reallocating traffic from some UPF instances to fewer UPF instances is the UE priority or the time of the day (the above text mentions ‘at night’) or service level parameters. In other words, can’t the reallocation of traffic from some UPF instances to fewer UPF instances be decided only based on the traffic load at some time of the day / night?
SA2 answer (in S2-2009349): The existing UPF load prediction should be used. It may be further studied e.g. in SA5 if improved reallocation can be achieved by taking additional information into account. This might be, but is not limited to, introducing correlation with the behaviour and contextual information (e.g. speed, location) of UEs using such UPF instance. 
SA5: SA5 welcomes any such additional information from SA2.
SA5 question No. 3 (from S5-203360): Since UEs can be attached to up to eight network slices simultaneously and UPF instances either belong to a single network slice (in such a case, traffic reallocation can be done only between UPF instances of the same network slice) or are shared amongst two or more network slices (in such a case, traffic reallocation can be done between UPF instances of different network slices serving the low priority UEs), the re-allocation of the traffic from some UPF instances to some other UPF instances must take this into consideration, implying that the NWDAF must have this knowledge prior to taking any decision;
SA2 answer (in S2-2009349): Decision for re-allocation of the traffic is not the task of NWDAF, but NWDAF may help detect traffic characteristics and detect load of other UPFs. It is to the SMF to (re-)allocate traffic to the appropriate UPF; and the SMF may use analytics it has requested from the NWDAF to take such decision.
SA5: Ok.
SA5 question No. 4 (from S5-203360): Is it necessary that NWDAF have the information about which UPF instances are susceptible to receive traffic from other UPF instances? If yes, how does it obtain this information?
SA2 answer (in S2-2009349): This is not in the responsibility of NWDAF. E.g. an orchestrator could make incremental changes, and regular checks (plan-do-check-act progressive loop).
SA5: SA5 sees some potential contradiction between ‘This is not in the responsibility of NWDAF’ here above and ‘NWDAF may help detect traffic characteristics and detect load of other UPFs’ (SA2 answer to SA5 question No. 3). Can SA2 clarify?

Wrt. ‘an orchestrator could make incremental changes, and regular checks (plan-do-check-act progressive loop)‘, TR 28.813 clause 4.3.2.1 (Potential solution #1: OA&M centric energy saving) identifies a ‘Management Function in charge of energy saving’ which can be seen as such an orchestrator.
SA5 question No. 5 (from S5-203360): Migrating the traffic from some UPF instances to other UPF instances so as to switch off some servers requires interacting with NFV MANO functions (e.g. for VNF instance migration / termination). How NWDAF interacts with NFV MANO function(s) and via which reference point(s) is not specified. The reference point Os-Ma-Nfvo is for interactions between NFV Orchestrator and OSS/BSS and, consequently, can’t be used by NWDAF;
SA2 answer (in S2-2009349): For NWDAF the only reference point to consider here is the NWDAF service interface. Therefore the interaction proposed above can be implemented by letting MANO consume the services of the Nnwdaf interface, which is specified in TS 23.288 and TS 29.520. It is important to point out that a fundamental design principle of the NWDAF is that the NWDAF does not undertake any action on the system; it is up to other entities (e.g. NF, OAM) to carry out the appropriate actions under their respective area of responsibility.
SA5: the interface Ve-Vnfm-vnf between any VNF and VNFM, defined in ETSI GS NFV-IFA 008, provides VNF lifecycle management services, VNF performance management services, VNF fault management services, etc. but it does not enable the VNFM to consume analytics produced by NWDAF. 
SA5 question No. 6 (from S5-203360): Reallocating traffic from some UPF instances to other UPF instances may have to take into consideration additional information such as e.g.:

a. When ordering a network slice to his Network Slice Provider (NSP), a Network Slice Customer (NSC) may express isolation requirements such as e.g. ‘I want my UPF instances be physically isolated from any other UPF instances allocated to other NSCs’. NWDAF has no knowledge of this, only OSS can have such information;

b. All concerned UPF instances may not be on the same site / data centre, which potentially are not powered by the same source of energy. The network operator may be willing to privilege green sources of energy. In addition, the cost of energy may highly differ between sites / data centres. NWDAF has no knowledge of this, only OSS can have such information;

c. All these UPF instances may be hosted on different types of servers, where some types of servers can be more energy efficient than others, so that the network operator may be willing to privilege these energy efficient servers. NWDAF has no knowledge of this, only OSS can have such information.
SA2 answer (in S2-2009349): This again is not a topic of NWDAF, it has to be handled by the management plane.
SA5: Agreed. See TR 28.813 clause 4.3.2.1 (Potential solution #1: OA&M centric energy saving) / Analytics phase.
References:

· 3GPP TR 28.809: Study on enhancement of management data analytics (https://portal.3gpp.org/desktopmodules/Specifications/SpecificationDetails.aspx?specificationId=3694)

· 3GPP TR 28.813: Study on new aspects of Energy Efficiency (EE) for 5G (https://portal.3gpp.org/desktopmodules/Specifications/SpecificationDetails.aspx?specificationId=3743)

· ETSI GS NFV-IFA 008: Network Functions Virtualisation (NFV) Release 4; Management and Orchestration; Ve-Vnfm reference point - Interface and Information Model Specification (https://docbox.etsi.org/isg/nfv/open/Drafts/IFA008ed411)

2. Actions:

To 3GPP SA2: Please take the above information into account and provide feedback if needed.
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