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[bookmark: _Toc45389361]Introduction
This document studies further enhancements to the 5G system for the support of cyber-physical control applications in vertical domains. 
This document collects new use cases and enhanced functionality for communication in automation in vertical domains in clause 5. Potential new 5G service requirements for Rel.17 are derived for each use case.
Use cases and enhanced functionality are collected for the following topics:
-	Industrial Ethernet integration, which includes time synchronization, different time domains, integration scenarios, and support for time-sensitive networking (TSN) in clauses 5.2, 5.3, 5.4, and 5.15;
-	Non-public networks, non-public networks as private slices, and further implications on security for non-public networks in clause 5.14;
-	Network operation and Maintenance in 5G non-public networks for cyber-physical control applications in vertical domains; Enhanced QoS monitoring, communication service and networks diagnostics; Communication service interface between application and 5G systems, e.g. information to the network for setting up communication services for cyber-physical control applications and corresponding monitoring in clauses 5.5, 5.6, 5.7, 5.13, 5.17, and 5.19;
-	Network performance requirements for cyber-physical control applications in vertical domains in clauses 5.8, 5.16, and 5.18;
-	Positioning enhancements, including relative positioning information and vertical directions / dimension for Industrial IoT in clauses 5.9 and 5.12;
-	Device-to-device/ProSe communication for cyber-physical applications in vertical domains in clauses 5.10, 5.11, and 5.13.
The potential new 5G service requirements are consolidated in clause 6.
Additional information of specific concepts of communication in automation in vertical domains and of cyber-physical control applications is given in clause 4 and in several of the annexes. This information is given for clarification and in order to help in correlating the application behaviour and 5G service requirements to the 5G system.
	Comment by Michael Bahr (Siemens): Empty line to be deleted  causes empty page otherwise.
	 End of Change 2 	

	 Start of Change 3 	
[bookmark: _Toc45389458]5.11.6	Potential New Requirements needed to support the use case
[PR-5.11.6-001]	The 5G system shall be able to support direct wireless communication (ProSe) between a group of UEs for communication with service performance requirements in Table 5.11.6-1. 
[PR-5.11.6-002]	The 5G system shall be able to support 5G LAN-type service to UEs using ProSe communication.
[PR-5.11.6-003]	The 5G system shall be able to support time synchronization (working clock domain) between the UEs within the group of UEs connected by ProSe communication.
[PR-5.11.6-004]	The 5G system shall be able to support periodic deterministic communication (both unicast and multicast) with KPIs given in Table 5.11.6-1 between the UEs within the group of UEs connected by ProSe communication. 
[PR-5.11.6-005]	The 5G system shall be able to support multicast communication between the UEs within the group of UEs connected by ProSe communication.
[PR-5.11.6-006]	The 5G system shall be able to support mobility of the group of UEs connected by ProSe communication with KPIs given in Table 5.11.6-1 within the 5G network.
[PR-5.11.6-007]	The 5G system shall be able to support service continuity of the group of UEs using ProSe communication with KPIs given in Table 5.11.6-1 between a non-public network and a PLMN (subject to operator policies and agreement between the operators and service providers).
[PR-5.11.6-009]	The 5G system shall be able to support indirect 3GPP communication with KPIs given in Table 5.11.6-1 between UEs out of transmission range by one intermediate UE.
[PR-5.11.6-010]	The 5G system shall be able to support ProSe communication (both unicast and multicast) with KPIs given in Table 5.11.6-1 between UEs up to 50 m distance.
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Table 5.11.6-1: KPIs for ProSe communication for cyber-physical control applications
	Use case 
	Characteristic parameter
	
	
	Influence quantity

	5.11 – Cooperative carrying of work pieces
	Communication service availability: target value in %
	Communication service reliability: Mean Time Between Failure
	End-to-end latency: maximum
	Bit rate
	Direction
	Message Size [byte]
	Transfer interval [ms]	Comment by Michael Bahr (Siemens): In order to get corresponding values of transfer interval and survival time on the same line, cells are subdivided into 3 rows and borders between the three sub-cells are deleted. All cells formatted with TAC. Height minimized.
(note 2)
	Survival time
[ms]
(note 2)
	UE speed [km/h]	Comment by Michael Bahr (Siemens): Make columns UE speed and  # of UEs smaller so that values of service area fit on one line in next column
	# of UEs	Comment by Michael Bahr (Siemens): Conditional hyphen inserted
Connection
	Service Area
[m³]
(note 1)

	Cooperative carrying – fragile work pieces
	99,9999 % to 99,999999 %
	~ 10 years
	< 0.5 * Transfer interval
	2.5 Mbit/s
	UE-UE (ProSe communication)	Comment by Michael Bahr (Siemens): Conditional hyphen inserted
	250
500 with localisation information
	> 5

	0

	≤6
	2-8
	10 x 10 x 5;	Comment by Michael Bahr (Siemens): Formatted with TAC
50 x 5 x 5

	
	
	
	
	
	
	
	>2.5

	Transfer interval

	
	
	

	
	
	
	
	
	
	
	>1.7
	2 * Transfer interval
	
	
	

	Cooperative carrying – elastic work pieces
	99,9999 % to 99,999999 %
	~ 10 years
	< 0.5 * Transfer interval
	2.5 Mbit/s
	UE-UE (ProSe communication)	Comment by Michael Bahr (Siemens): Conditional hyphen inserted
	250
500 with localisation information
	> 5

	0

	≤12
	2-8
	10 x 10 x 5;
50 x 5 x 5

	
	
	
	
	
	
	
	>2.5

	Transfer interval

	
	
	

	
	
	
	
	
	
	
	>1.7
	2 * Transfer interval
	
	
	

	NOTE 1:	Service Area for direct communication. The group of UEs with direct communication might move throughout the whole factory site (up to several km²)
NOTE 2:	The first value is the application requirement, the other values are the requirement with multiple transmission of the same information (two or tree times respectively).



[bookmark: _Hlk17407095]The use case scenario “cooperative carrying – elastic work pieces” allows a larger tolerance in the precision of the movements of the collaborating mobile robots /AGV compared to the use case scenario “cooperative carrying – fragile work pieces”. The larger tolerance in the coordinated movements allows for either faster movement of the work piece or longer transfer intervals (tradeoff between UE speed and transfer interval). A longer transfer interval relaxes the requirement on the maximum end-to-end latency.
The values given in Table 5.11.6-1 are the upper boundary of the required KPIs. There is a broad variety in the actual use cases of cooperative carrying and several parameters and deployment options have some flexibility in their value range or implementation. Relaxed KPI requirements can already satisfy a substantial set of cooperative carrying use cases depending on the actual physical characteristics (e.g. carrying speed, type of carried work piece). 
The actual physical use case setting, such as the kind of workpiece to be carried, determines the necessary requirements on the communication service and the possible tradeoffs. Also the employed control algorithms and recovery mechanisms may further relax the necessary requirements and KPIs. Furthermore, the careful design of the mobile robots / AGVs (e.g. placement of UEs) can further improve the reliability of the wireless communication. Tradeoffs are especially possible between the carrying speed and the transfer interval / end-to-end latency as well as the communication service reliability. A reduction of the carrying speed reduces the requirements on the transfer interval / end-to-end latency or on the packet error ratio. The latter is possible, for instance, if the increased time budget is used for more transmissions. 


[bookmark: _Toc45389508]	 End of Change 3 	

	 Start of Change 4 	
5.19	 Use case for multi-connectivity for robotic automation	Comment by Michael Bahr (Siemens): Formatted as Heading 2
[bookmark: _Toc45389509]	 End of Change 4 	

	 Start of Change 5 	
[bookmark: _Toc45389530]6.4	Network performance requirements
This clause contains merged and consolidated potential service requirements related to network performance requirements for cyber-physical control applications in vertical domains.
[MPR-22832-6.4-00a]	The 5G system shall be able to support seamless mobility with handovers between different gNodeBs in the same 5G network without any impact on the safety-critical functions (handover latency ≤ 30 ms).
[MPR-22832-6.4-00b]	The 5G system shall be able to provide periodic deterministic communication with the service performance requirements reported in Tables 6.4-1 and 6.4-2.
[MPR-22832-6.4-00c]	The 5G system shall be able to provide aperiodic deterministic communication with the service performance requirements reported in Tables 6.4-3 and 6.4-4.
[MPR-22832-6.4-00d]	The 5G system shall be able to provide mixed traffic communication with the service performance requirements reported in Table 6.4-5.
[MPR-22832-6.4-00e] 5G System shall be able to support industrial wireless sensors according to the service performance requirements listed in Table 6.4-6.



Table 6.4-1: Periodic deterministic communication service performance requirements
	Use case 
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability: Mean Time Between Failure
	 End-to-end latency: maximum
	Bit rate
[bit/s]
	Direction
	Message
Size
[byte]
	Transfer interval [ms]
	Survival time
	UE speed
	# of UEs	Comment by Michael Bahr (Siemens): Conditional hyphen inserted
Connection
	Service Area
[m², m³]

	[bookmark: _Hlk16877522]Mobile Operation Panel: Emergency stop (connectivity availability) 
	99,999999
	1 day
	<8 ms
	250 k
	Uplink
Downlink
(note 1)
	40-250
	8 ms
	16 ms
	quasi-static; up to 10 km/h
	2 or more
	30 x 30

	Mobile Operation Panel: Safety data stream 
	99,99999
	1 day
	<10 ms
	< 1 M
	Uplink
(note 1)
	<1 K
	10 ms
	~10 ms
	quasi-static; up to 10 km/h
	2 or more
	30 x 30

	Mobile Operation Panel: Control to visualization 
	99,999999
	1 day
	10-100 ms
	10 k
	Uplink
Downlink
(note 1)
	10-100
	10-100 ms
	transfer interval 
	stationary
	2 or more
	100-2000

	Mobile Operation Panel: Motion control
	99,999999
	1 day
	<1 ms
	12 M -16 M
	Downlink
(note 1)
	10-100
	1 ms
	~1 ms
	stationary
	2 or more
	100

	Mobile Operation Panel: Haptic feedback data stream
	99,999999
	1 day
	<2 ms
	16 k (UL)
2 M (DL)
	Uplink
Downlink
(note 1)
	50
	2 ms
	~2 ms
	stationary
	2 or more
	100

	Cooperative carrying – fragile work pieces
	99,9999 to 99,999999
	~ 10 years
	< 0.5 * transfer interval
	2.5 M
	UE-UE (ProSe communication)
	250
500 with localisation information
	> 5

	0

	≤6
	2-8
	10 x 10 x 5;
50 x 5 x 5
(note 3)

	
	
	
	
	
	
	
	>2.5

	transfer interval

	
	
	

	
	
	
	
	
	
	
	>1.7

(note 2)
	2 * transfer interval
(note 2)
	
	
	

	Cooperative carrying – elastic work pieces
	99,9999 to 99,999999
	~ 10 years
	< 0.5 * transfer interval
	2.5 M
	UE-UE (ProSe communication)
	250
500 with localisation information
	> 5

	0

	≤12
	2-8
	10 x 10 x 5;
50 x 5 x 5
(note 3)

	
	
	
	
	
	
	
	>2.5

	transfer interval

	
	
	

	
	
	
	
	
	
	
	>1.7	Comment by Michael Bahr (Siemens): 	Comment by Michael Bahr (Siemens): In order to get corresponding values of transfer interval and survival time on the same line, cells are subdivided into 3 rows and borders between the three sub-cells are deleted. All cells formatted with TAC. Height of cells minimized.
(note 2)
	2 * transfer interval
(note 2)
	
	
	

	NOTE 1:	The mobile operation panel is connected wirelessly to the 5G system. If the mobile robot/production line is also connected wirelessly to the 5G system, the communication includes two wireless links.
NOTE 2:	The first value is the application requirement, the other values are the requirement with multiple transmission of the same information (two or tree times respectively).
NOTE 3:	Service Area for direct communication between UEs. The group of UEs with direct communication might move throughout the whole factory site (up to several km²)



The use case scenario "cooperative carrying – elastic work pieces" allows a larger tolerance in the precision of the movements of the collaborating mobile robots /AGV compared to the use case scenario "cooperative carrying – fragile work pieces". The larger tolerance in the coordinated movements allows for either faster movement of the work piece or longer transfer intervals (tradeoff between UE speed and transfer interval). A longer transfer interval relaxes the requirement on the maximum end-to-end latency.
The values given in Table 6.4-1 for use case "cooperative carrying" are the upper boundary of the required KPIs. There is a broad variety in the actual use cases of cooperative carrying and several parameters and deployment options have some flexibility in their value range or implementation. Relaxed KPI requirements can already satisfy a substantial set of cooperative carrying use cases depending on the actual physical characteristics (e.g. carrying speed, type of carried work piece). 
The actual physical use case setting, such as the kind of workpiece to be carried, determines the necessary requirements on the communication service and the possible tradeoffs. Also the employed control algorithms and recovery mechanisms may further relax the necessary requirements and KPIs. Furthermore, the careful design of the mobile robots / AGVs (e.g. placement of UEs) can further improve the reliability of the wireless communication. Tradeoffs are especially possible between the carrying speed and the transfer interval / end-to-end latency as well as the communication service reliability. A reduction of the carrying speed reduces the requirements on the transfer interval / end-to-end latency or on the packet error ratio. The latter is possible, for instance, if the increased time budget is used for more transmissions. 
Table 6.4-2: Periodic deterministic communication
	Use case #
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Data rate [Mbit/s]
	Transfer interval
	Survival time
	UE speed
	# of UEs
	Service area (note 1)

	Control-to-Control: 100 Mbit/s link replacement
	99,9999 to 99,999999
	~ 10 years
	< transfer interval value
	50
	≤ 1 ms
	3 * transfer interval
	stationary
	2 to 5
	100 m x 30 m x 10 m

	Control-to-Control: 1 Gbit/s link replacement
	99,9999 to 99,999999
	~ 10 years
	< transfer interval value
	250
	≤ 1 ms
	3 * transfer interval
	stationary
	2 to 5
	100 m x
30 m x 10 m

	NOTE 1:	Length x width x height.
NOTE 2:	Transfer interval for scheduled aperiodic traffic



Table 6.4-3: Aperiodic deterministic communication service performance requirements
	Use Case
	Characteristic parameter (KPI)
	
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability: Mean Time Between Failure
	 End-to-end latency: maximum
	Bit rate
[bits/s]
	Direction
	Message size [byte]
	Survival time
	UE speed
	# of UEs
connection
	Service Area
[m², m³]

	Mobile Operation Panel: Emergency stop (emergency stop events)
	99,999999
	1 day
	<8 ms
	250 k
	Uplink
Downlink
(note)
	40-250
	16 ms
	quasi-static; up to 10 km/h
	2 or more
	30 x 30

	NOTE:	The mobile operation panel is connected wirelessly to the 5G system. If the mobile robot/production line is also connected wirelessly to the 5G system, the communication includes two wireless links.



Table 6.4-4: Aperiodic deterministic communication
	Use case #
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Data rate [Mbit/s]
	Transfer interval
	Survival time
	UE speed
	# of UEs
	Service area (note 1)

	Control-to-Control: 100 Mbit/s link replacement
	99,9999 to 99,999999
	~ 10 years
	< transfer interval value
	25
	≤ 1 ms
(note 2) 
	n/a
	stationary
	2 to 5
	100 m x
30 m x 10 m

	Control-to-Control: 1 Gbit/s link replacement
	99,9999 to 99,999999
	~ 10 years
	< transfer interval value
	500
	≤ 1 ms 
(note 2)
	n/a
	stationary
	2 to 5
	100 m x
30 m x 10 m

	NOTE 1:	Length x width x height.
NOTE 2:	Transfer interval for scheduled aperiodic traffic



Table 6.4-5: Mixed traffic communication service performance requirements
	Use Case
	Characteristic parameter (KPI)
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability: Mean Time Between Failure
	 End-to-end latency: maximum
	Bit rate
[bits/s]
	Direction
	Message
Size
[byte]
	Survival time
	UE speed
	# of UEs
connection
	Service Area
[m², m³]

	Mobile Operation Panel: Manufacturing data stream
	99,9999 to 99,99999
	1 day
	
	12 M
	Uplink
Downlink
(note)
	250-1500
	n/a
	quasi-static; up to 10 km/h
	2 or more
	30 x 30

	NOTE:	The mobile operation panel is connected wirelessly to the 5G system. If the mobile robot/production line is also connected wirelessly to the 5G system, the communication includes two wireless links.



Table 6.4-6: Industrial wireless sensors service performance requirements
	
	Characteristic parameter
	
	Influence quantity

	Use case
	Communication service availability: target value in %
	Communication service reliability: mean time between failure
	End-to-end latency
	Transfer interval
	Bit rate
[bits/s]
	Battery lifetime [year]
(note 1)
	Direction
	Message
Size
[byte]
	Survival time
	UE speed
	UE density [UE / m2]
	Range
[m]
(note 2)

	1
	99,99
	≥ 1 week
	< 100 ms
	100 ms – 60 s
	≤ 1 M
	≥5
	Mobile originated
	20
(note 3)
	3 x transfer interval
	Stationary
	Up to 1
	<500

	2
	99,99
	≥ 1 week
	< 100 ms
	≤ 1 s
	≤ 200 k
	≥5
	Mobile originated
	25 k
	3 x transfer interval
	Stationary
	Up to 0,05
	<500

	3
	99,99
	≥ 1 week
	< 100 ms
	≤ 1 s
	≤ 2 M
	≥5
	Mobile originated
	250 k
	3 x transfer interval
	Stationary
	Up to 0,05
	<500

	NOTE 1:	Industrial sensors can use a wide variety of batteries depending on the use case,but in general they are highly constrained in terms of battery size. 
NOTE 2:	Distance between the gNB and the UE.
NOTE 3:	The application-level messages in this use case are typically transferred over Ethernet. For small messages, the minimum Ethernet frame size of 64 bytes applies and dictates the minimum size of the PDU sent over the air interface.





Table 6.4-7: Relation between merged and new potential service requirements from use cases
	Merged Potential Service Requirement (clause 6)
	Based on New Potential Service Requirements (clause 5)
	Merged Potential Service Requirement (clause 6)
	Based on New Potential Service Requirements (clause 5)

	[MPR-22832-6.4-00a]
	[PR-5.8.6-004]
	
	

	[MPR-22832-6.4-00b]
Table 6.4-1
	[PR-5.8.6-001]
Table 5.8.6-1
[PR-5.11.6-001]
Table 5.11.6-1
	[MPR-22832-6.4-00b]
Table 6.4-2
	Table 5.16.6-1

	[MPR-22832-6.4-00c]
Table 6.4-3
	[PR-5.8.6-001]
Table 5.8.6-1
	[MPR-22832-6.4-00c]
Table 6.4-4
	Table 5.16.6-1

	[MPR-22832-6.4-00d]
Table 6.4-5
	[PR-5.8.6-001]
Table 5.8.6-1
	[MPR-22832-6.4-00e]
Table 6.4-6
	[PR-5.18.6-001]
Table 5.18.6-1



[bookmark: historyclause]	 End of Change 5 	

	 Start of Change 6 	
C.3	Use Case 2: Controller-to-Device (C2D) communication	Comment by Michael Bahr (Siemens): Formatted as Heading 2
A machine module has typically a control unit and couple of field devices (I/O boxes). Field devices can have inputs for Sensors S and/or outputs for actuators A as process data. Typically, the machine controller (PLC or motion controller) has 1:n bidirectional communication relationships to (a set of) field device(s), e.g. sensors, actuators, drives. Smart devices include a control loop that is controlled by the control unit by set points with feedback values from the devices, e.g. a drive. 
A typical configuration of a machine module has 10 to 20 field devices connecting a few hundreds of sensors and actuators. Larger entities can have 100 and more field devices within a service area of 50m x 50m x 10m. 
A process automation facility may have a larger number of sensors and actuators distributed over a large area (up to several 10,000 in total) for closed-loop process control and process monitoring. In a typical DCS configuration, each distributed controller has a control over up to hundreds of sensors and actuators via 10 to 20 I/O boxes.
Within a machine network, I/O devices may need to exchange data with each other. A use case could be the connection to a (rotating) part of a machine that has so far been connected via a slip ring. A short delay is required, as the network sub-parts are logically be handled as one network of field devices. This communication can be handled as a sub-network connected to the machine controller (C2D).
[bookmark: _Toc45389571]	 End of Change 6 	

	 Start of Change 7 	
[bookmark: _Toc45389573]D.1	Description
Communication service availability is defined in TS22.104 as "percentage value of the amount of time the end-to-end communication service is delivered according to an agreed QoS, divided by the amount of time the system is expected to deliver the end-to-end service according to the specification in a specific area". As explained further in TS22.104, this parameter indicates if the communication system works as contracted ("available"/"unavailable" state). The communication system is in the "available" state as long as the availability criteria for transmitted messages are met. The service is unavailable if the packets received at the target are impaired and/or untimely (e.g. update time > stipulated maximum). 
A failure occurs when the survival time has elapsed. In a failure situation, the application has to be stopped and restarted again after the communication service has recovered. The application may stop and start automatically by itself, and it is not necessarily this has to done from outside. During such a failure situation, the communication system is in the "unavailable" state. For every failure situation the complete application has to be recovered until it is up-running again. Depending on the application this recovery time can last up to several minutes, for example a robot has to be moved to a “safe” re-starting point. 
An example is illustrated in Figure D.1-1. A single failure of the communication service occurred in Figure D.1-1, which resulted from the downtime of the communication service in the network exceeding the survival time. The duration of the down state of the application depends on the application recovery time. 

Figure D.1-1: Communication service status vs. application layer experience
 In Figure D.1-1, the communication service and the application are in the up state (0). A failure occurs in the communication service in the network (packet loss) and from the network viewpoint theswitches to the down state (1). After the survival time has elapsed, the communication service (from the application view) also turns into the down state, as does the application (2). The failure is solved and the communication service changes to the up state (3). After the recovery time, the application is restored and switches to the up state (4). 
The time needed for recovering has to be counted for each failure situation, which contributes to the “unavailability” of production application. The availability of the overall production asset varies depending on the frequency of downtime occurrences of the communication service and the recovery time required by the application. For simplicity reason we consider a communication service with 99,9999% availability, which would allow only 30 seconds downtime in a year (365 days). It is also assumed that the survival time is 10 s and that it takes 480 seconds to get the application recovered, i.e. recovery time = 480 s. 

Table D.1-1 Calculation of Availability
	Survival time: 10 s
Application recovery time: 480 s
	Case 1
1 x 30 s downtime per year
	Case 2 
2 x 15 s downtime per year

	Communication service down time (application view)	Comment by Michael Bahr (Siemens): Formatted as TAL
Communication service down time (network view)
Application down time
	30 s

30 s + 10 s = 40 s
30 s + 480 s = 510 s
	2 x 15 s = 30 s

2 x (15 s + 10 s) = 50 s 
2 x (15 s + 480 s) = 990 s

	Communication service availability (application view)
Communication service availability (network view)
Application availability
	99,99990%

99,99987%
99,99838%
	99,99990%

99,99984%
99,99686%


Communication service availability can also be estimated from the mean time between failures (MTBF) and the mean time to repair (MTTR) of the communication service:
		communication service availability ≈ MTBF / (MTBF + MTTR)
[bookmark: _Hlk22814346]In this context, MTBF excludes downtime, as illustrated in Figure D.1-3,  while MTTR refers to the mean time until the communication service is available after a failure, i.e., until the next valid packet has been received.
[image: ]
Figure D.1-3: MTBF and MTTR
Note that the time for an application to recover from a failure (recovery time) due to e.g. a robot arm having to be moved to a safe start position, is totally dependent on the application, which the communication service can hardly influence. In general, the application with a long recovery time may require very stringent communication service reliability as any occurrence of communication failure greatly impacts the application down-time and hence the overall production system availability. On the other hand, if the application recovers very fast, it can likely tolerate more frequent failures of the communication system, while achieving the same overall production system availability target. In such case the communication service reliability could be more relaxed (compared to the above case).
[bookmark: _Toc45389574]	 End of Change 7 	

	 Start of Change 8 	
[bookmark: _Toc45389575]Annex E:
Requirements mapping use case to merged
The potential new requirements of the studied use cases in clause 5 have been consolidated into the merged potential service requirements in clause 6. Table E-1 provides this mapping from the potential new requirements of the use cases to the corresponding merged and consolidated potential service requirements for all use cases. This documented mapping supports the assessment of the consolidation process (e.g. whether all potential new requirements of the use cases have been consolidated), provides transparency to the consolidation process, and provides the first part of the necessary linkage for tracing to follow up the implementation of the use case specific 5G service requirements in the 3GPP specification process.
Table E-1: Mapping of potential new requirements of use cases to merged potential service requirements
	Potential new requirement of use case (clause 5)
	Corresponding merged potential service requirement (clause 6)
	Potential new requirement of use case (clause 5)
	Corresponding merged potential service requirement (clause 6)

	[PR-5.2.6-001]
	[MPR-22832-6.1-00a]
	[PR-5.3.6-001]
	[MPR-22832-6.1-00d]

	[PR-5.2.6-002]
	[MPR-22832-6.1-00c]
	[PR-5.3.6-002]
	[MPR-22832-6.1-00d]

	[PR-5.2.6-003]
	[MPR-22832-6.1-00b]
	
	

	[PR-5.4.6-001]
	[MPR-22832-6.1-00e]
	[PR-5.5.6-001]
	[MPR-22832-6.3-00a]; [MPR-22832-6.3-00b]

	[PR-5.4.6-002]
	[MPR-22832-6.1-00e]
	
	

	[PR-5.6.6-001]
	[MPR-22832-6.3-00c]
	[PR-5.7.6-001]
	[MPR-22832-6.3-00d]

	[PR-5.8.6-001]
	[MPR-22832-6.4-00b]; [MPR-22832-6.4-00c]; [MPR-22832-6.4-00d] -  Mobile Operation Panel
	[PR-5.9.6-001]
	Table 6.5.1

	[PR-5.8.6-004]
	[MPR-22832-6.4-00a]
	[PR-5.9.6-002]
	Table 6.5.1

	
	
	[PR-5.9.6-003]
	Table 6.5.1

	
	
	[PR-5.9.6-004]
	Table 6.5.1

	
	
	[PR-5.9.6-005]
	Table 6.5-1

	
	
	[PR-5.11.6-001]
	[MPR-22832-6.4-00b] Cooperative carrying; [MPR-22832-6.6-00a]; [MPR-22832-6.6-00e]

	
	
	[PR-5.11.6-002]
	[MPR-22832-6.6-00c]

	
	
	[PR-5.11.6-003]
	[MPR-22832-6.6-00h]

	
	
	[PR-5.11.6-004]
	[MPR-22832-6.6-00e]

	
	
	[PR-5.11.6-005]
	[MPR-22832-6.6-00d]

	
	
	[PR-5.11.6-006]
	[MPR-22832-6.6-00f]

	
	
	[PR-5.11.6-007]
	[MPR-22832-6.6-00i]

	
	
	[PR-5.11.6-009]
	[MPR-22832-6.6-00j]

	
	
	[PR-5.11.6-010]
	[MPR-22832-6.6-00g]

	[PR-5.12.6-001]
	[MPR-22832-6.5-00a] 
	[PR-5.13.6-001] 
	[MPR-22832-6.6-00k]

	
	
	[PR-5.15.6-001]
	[MPR-22832-6.1-00f]

	
	
	[PR-5.15.6-002]
	[MPR-22832-6.1-00g]

	
	
	[PR-5.15.6-003]
	[MPR-22832-6.1-00h]

	Table 5.16.6-1
	Table 6.4-2 and Table 6.4‑4 
	[PR-5.17.6-001] 
	[MPR-22832-6.3-00e] 

	[PR-5.18.6-001] 
	[MPR-22832-6.4-00e] 
	
	




[bookmark: _Toc45389576]
	 End of Change 8 	

	 Start of Change 9 	
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