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[bookmark: _Hlk532311]	START OF PROPOSED CHANGES	
	 Start of Change 1 	
[bookmark: _Toc45389360]Foreword
This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).
The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:
Version x.y.z
where:
x	the first digit:
1	presented to TSG for information;
2	presented to TSG for approval;
3	or greater indicates TSG approved document under change control.
y	the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.
z	the third digit is incremented when editorial only changes have been incorporated in the document.
The present document implements Option 2 for decimal and thousands separator characters: "The decimal sign shall be a full-stop (period). The thousands separator shall be a comma." (TR 21.801 v16.2.0 Clause 6.6.7).
	 End of Change 1 	

	 Start of Change 2 	
[bookmark: _Toc45389377]5.2.1	Description
Time-Sensitive Networking (TSN) is an important functionality of industrial communication networks. Such industrial communication networks are usually IEEE 802.1-based networks with Ethernet links (non-3GPP network). Time synchronization is an important functionality for TSN and is specified in IEEE 802.1AS [3].
5G networks provide advantages for cyber-physical control applications with respect to flexibility and mobility due to their radio access network with low latency, high availability, high reliability, and time synchronization capabilities over wireless links. On the other hand, IEEE -802.1-based TSN networks provide advantages with wired connectivity for cyber-physical control applications, especially for demanding real-time control applications and periodic-deterministic communication, also with very high availability requirements.
Due to the different pros and cons, many industrial communication networks will deploy both, non-public 5G networks and IEEE 802.1-based TSN networks. An integration of 5G networks and IEEE 802.1-based TSN networks is necessary. This integration is further necessitated by the large number of installed industrial communication networks on the basis of IEEE 802.1/3 technology (non-3GPP networks).
The integration between the IEEE 802.1-based non-3GPP networks and the 5G networks will be through the 5G LAN service of the 5G network on the network side and/or on the UE side (see Figure 5.2.1-1). The integration on the UE side is used, for instance, in use cases where machinery, AGVs, or robots with their own internal network (wired, TSN) are connected to the backhaul part of the industrial communication network through a 5G wireless link in order to enable mobility or tetherless movements.
[image: ]
Figure 5.2.1-1: Integration of IEEE 802.1-based TSN networks with 5G networks (network side, UE side)
Depending on the actual physical process, the actual cyber-physical control application, the design of the machinery, AGVs, and robots, and the design of the integrated industrial communication network, different mappings of TSN/time synchronization functionalities to 5G network elements are possible. 
In general, the different functionalities for the time/clock synchronization are completely unrelated to the industrial communication network except that they need the communication network for distributing the time/clock synchronization messages. Especially, the functionalities of sync master and sync device can be associated with any network device in the industrial communication network. Clause 5.2.2 lists different options for the mapping of sync master and sync device to 5G network elements. Clause 5.2.3 provides important and interesting mappings of sync devices and sync master on an integrated 5G network / TSN network.
Time/clock synchronization is done within time domains or synchronization domains. There is usually one global time domain, that covers the whole industrial communication network, and multiple working clock domains, that are local and restricted to the devices that work together. More information on time domains, global time domain, and working clock domains can be found in TS 22.104 [2] Annex D. The generalized precision time protocol (gPTP) is used for time/clock synchronization in IEEE 802.1AS [3].
	 End of Change 2 	

	 Start of Change 3 	
[bookmark: _Toc45389390]5.2.5	Existing features partly or fully covering the use case functionality
General requirements for clock synchronization and TSN are contained in TS 22.104 [2]. Relevant requirements in TS 22.104 are the following:
TS 22.104 Clause 5.6:
The 5G system shall support a mechanism to process and transmit IEEE 1588v2 / Precision Time Protocol messages to support 3rd-party applications which use this protocol.
The 5G system shall support a mechanism to synchronize the user-specific time clock of UEs with a working clock.
The 5G system shall support at least 2 simultaneous working clock domains on a UE. 
The 5G system shall provide a media dependent interface for one or multiple IEEE 802.1AS sync domains. 
The 5G system shall provide an interface to the 5G sync domain which can be used by applications to derive their working clock domain or global time domain (Reference Clock Model).
The 5G system shall provide an interface at the UE to determine and to configure the precision and time scale of the working clock domain.
TS 22.104 Clause 6.2:
For infrastructure dedicated to high performance Ethernet applications, the 3GPP system shall support clock synchronisation defined by IEEE 802.1AS across 5G-based Ethernet links with PDU-session type Ethernet.
For infrastructure dedicated to high performance Ethernet applications, the 3GPP system shall support clock synchronisation defined by IEEE 802.1AS across 5G-based Ethernet links and other ethernet transports such as wired and optical (EPON.)
For infrastructure dedicated to high performance Ethernet applications, the 3GPP system shall support enhancements for time-sensitive networking as defined by IEEE 802.1Q, e.g. time-aware scheduling with absolute cyclic time boundaries defined by IEEE 802.1Qbv [19], for 5G-based Ethernet links with PDU sessions type Ethernet.
For infrastructure dedicated to high performance Ethernet applications, absolute cyclic time boundaries shall be configurable for flows in DL direction and UL direction.
	 End of Change 3 	

	 Start of Change 4 	
[bookmark: _Toc45389397]5.3.5	Existing features partly or fully covering the use case functionality
The 5G system shall support a mechanism to process and transmit IEEE 1588v2 / Precision Time Protocol messages to support 3rdrd-party applications which use this protocol. [2]
The 5G system shall support a mechanism to synchronize the user-specific time clock of UEs with a working clock. [2]
The 5G system shall support networks with up to 32 working clock domains. [2]
The 5G system shall support at least 2 simultaneous working clock domains on a UE. [2]
The working clock domains shall provide time synchronization with precision of ≤ 1 μs. [2]
NOTE 1:	The required precision of ≤ 1 μs is between the sync master and any device of the clock domain. 
NOTE 2:	Different working clock domains are independent and can have different precision. 
	 End of Change 4 	

	 Start of Change 5 	
[bookmark: _Toc45389404]5.4.5	Existing features partly or fully covering the use case functionality
Clock synchronisation service level requirements from TS 22.104 [2] Clause 5.6.1:
The 5G system shall support a mechanism to process and transmit IEEE 1588v2 / Precision Time Protocol messages to support 3rd-party applications which use this protocol.
The 5G system shall support a mechanism to synchronize the user-specific time clock of UEs with a working clock.
The 5G system shall support networks with up to 32 working clock domains.
The 5G system shall provide an interface at the UE to determine and to configure the precision and time scale of the working clock domain.
	 End of Change 5 	

	 Start of Change 6 	
[bookmark: _Toc45389412]5.5.6	Potential New Requirements needed to support the use case
[PR-5.5.6-001]	3GPP network shall be able to provide suitable and secured means to allow the authorized 3rdrd party application to provide the 3GPP network with the expected communication behaviour of UE(s) via encrypted connection (e.g. the allowed application(s) to communicate with, the time the UE is allowed to communicate, the allowed geographic area), as well as the expected network’s actions when detecting the unexpected communication behavior(s) (e.g. terminate the UE’s communication, block the transferred data between UE and the un-allowed application, notify the 3rd party application). 
NOTE:	E.g. when detecting the unexpected communication behaviour from UE to avoid malicious attack on devices and applications.
	 End of Change 6 	

	 Start of Change 7 	
[bookmark: _Toc45389434]5.8.5	Existing features partly or fully covering the use case functionality
The following requirements for the support of the mobile operation panel are party or fully covered by 3GPP TS 22.104 clauses 4 to 5:
-	The 5G system shall be able to support safety-relevant real-time traffic with fixed transfer intervals less than or equal to 10 ms. Table 5.2-1 of TS 22.104 contains two KPI sets for mobile control panels with transfer intervals of ≤10 ms and ≤15 ms respectively for periodic deterministic communication and communication service availability of up to 99.999 999 %.
-	The 5G system shall be able to support safety-relevant real-time traffic with fixed, short packet sizes (e.g., 64  Byte) as well as support sporadic TCP traffic with moderate data rates (kbit/s – Mbit/s).
-	The 5G system shall be able to support sporadic TCP traffic with reasonable latency for human-in-the-loop (e.g., 1 s).
-	The 5G system shall be able to support high performance enhancements for time-sensitive networking as defined by IEEE 802.1Q.
-	The 5G system shall support cryptographic security to safe-guard or protect data transmitted over the network.
[bookmark: _Toc45389435]5.8.6	Potential New Requirements needed to support the use case
[PR-5.8.6-001]	The 5G system shall be able to support the functionality to enable functional safety protocols and safety communication by supporting the performance KPIs in Table 5.8.6-1.
 [PR-5.8.6-004]	The 5G system shall be able to support seamless mobility with handovers between different gNodeBs in the same 5G network without any impact on the safety-critical functions (handover latency ≤ 30 ms).







Frei verwendbar 3GPP

Table 5.8.6-1: Potential new requirements for mobile operation panel use cases
	Use case 
	Characteristic parameter
	
	Influence quantity

	5.8 – Mobile Operation Panel 
	Communication service availability: target value in [%]
	Communication service reliability: Mmean Ttime Bbetween Ffailure
	 End-to-end latency,  transfer interval
[ms]
	Bit rate
[bit/s]
	Direction
	Message
Ssize
[byte]
	Survival time [ms]
	UE speed
	# of UEs
connection
	Service Aarea
[m²]

	Manufacturing data stream
	99.,999 9 to 99.,999 99
	1 day
	up to [x]
	12 M
	Uplink 
Downlink
	250 to 1,500
	N/A
	quasi-static; up to 10 km/h
	2 or more
	30 x 30

	Emergency stop
	99.,999 999
	1 day
	<8
	250 k
	Uplink 
Downlink
	40 to 250
	16 
	quasi-static; up to 10 km/h
	2 or more
	30 x 30

	Safety data stream
	99.,999 99
	1 day
	<10
	< 1 M
	Uplink
	<1, 024
	~10
	quasi-static; up to 10 km/h
	2 or more
	30 x 30

	Control to visualization
	99.,999 999
	1 day
	10 to 100
	10 k
	Uplink
Downlink
(two wireless links)
	10 to 100
	transfer interval 
	stationary
	2 or more
	100 to 2,000

	Motion control
	99.,999 999
	1 day
	<1
	12 M -16 M
	Downlink
	10 to  100
	~1
	stationary
	2 or more
	100

	Haptic feedback data stream
	99.,999 999
	1 day
	<2
	16 k (UL)
2 M (DL)
	Uplink
Downlink
	50
	~2
	stationary
	2 or more
	100



The use case scenario "Manufacturing data stream" is mixed traffic. The use case scenario "Emergency stop" contains both periodic-deterministic traffic (connectivity availability) and aperiodic deterministic traffic (emergency stop events). The use case scenarios "Safety data stream", "Control to visualization", "Motion control", and "Haptic feedback data stream" are periodic deterministic traffic.
The mobile operation panel is connected wirelessly to the 5G system. If the mobile robot/production line is also connected wirelessly to the 5G system, the communication includes two wireless links (otherwise, one wireless link).


	 End of Change 7 	

	 Start of Change 8 	
[bookmark: _Toc45389438]5.9.2	Pre-condition
Following industrial use cases included in TS 22.104 have an additional need for vertical positioning to allow floor identification:
Mobile Control Panels (non-danger zone/within danger zone): Mobile Control Panels need indoor vertical positioning at least of 3-meter accuracy to allow floor identification within a multi-storey factory building.
Process automation (plant asset management): IoT devices need indoor vertical positioning at least of 3-meter accuracy to allow floor identification within a multi-storey factory building.
Augmented reality in smart factories: AR applications need vertical positioning at least of 3-meter accuracy to allow floor identification within multi-storey factory buildings.
Flexible, modular assembly area in smart factories (for autonomous vehicles, only for monitoring proposes): AGVs need indoor vertical positioning at least of 3-meter accuracy to allow floor identification within a multi-storey factory building.
Inbound logistics for manufacturing (for driving trajectories (if supported by further sensors like camera, GNSS, IMU) of indoor autonomous driving systems): AGVs need vertical positioning at least of 3-meter accuracy to allow floor identification within a multi-storey factory building.
Following industrial use case included in TS 22.104 has an additional need for vertical positioning to allow shelf identification:
Inbound logistics for manufacturing (for storage of goods): The storage of goods needs indoor vertical positioning at least of 0.,2-meter accuracy to allow shelf identification within a high rack or within a mobile shelfing system.
	 End of Change 8 	

	 Start of Change 9 	
[bookmark: _Toc45389441]5.9.5	Potential Requirements
[PR-5.9.6-001]	The 5G system shall support an indoor vertical positioning service for mobile control panels with vertical positioning accuracy better than 3 meters.
[PR-5.9.6-002]	The 5G system shall support an indoor vertical positioning service for plant asset management with vertical positioning accuracy better than 3 meters.
[PR-5.9.6-003]	The 5G system shall support an indoor vertical positioning service for augmented reality with vertical positioning accuracy better than 3 meters.
[PR-5.9.6-004]	The 5G system shall support an indoor vertical positioning service for autonomous vehicles/autonomous driving systems with vertical positioning accuracy better than 3 meters.
[PR-5.9.6-005]	The 5G system shall support an indoor vertical positioning service for the storage of goods with vertical positioning accuracy better than 0.,2 meter.
NOTE:	These requirements for vertical positioning will go into the table on positioning performance requirements (Table 5.7-1) in TS 22.104.
	 End of Change 9 	

	 Start of Change 10 	
[bookmark: _Toc45389444]5.10.2	Scenarios
[bookmark: _Toc45389445]5.10.2.1	Support communication in bad & no network coverage area
For safety and security reasons, sometimes machines which comprise PLC (Programmable Logic Controller), actuators and sensors are installed in a shielded metal box, such as demonstrated below:
[image: PLC]
Figure 5.10.2.1-1
In this case, the motion control between the PLC (UE0) and its controlling devices, such as UE1, UE2 and others (UEn) need to rely on the communication in the production cell, where the signal strength from gNB is not strong and reliable enough to provide data plane connectivity between those devices to exchange control information. Some of UEs in the shielded box may be outside the network coverage of the gNB. Therefore, the ProSe Device-to-Device communications between PLC (UE0) with its actuators and sensors in this close proximity production cell can be established.
In factory Non-Public-Network, there may be multiple licensed 5G bands being used to meet various deployment needs. For example, in these scenarios, the devices within the shielded product-cell may use mmWave (29 GHz) to conduct direct communication to each other, while gNB uses C-band (3.,8 GHz) for direct UE-to-Network communication. Using different bands also has the advantage of orthogonalizing interference.
[bookmark: _Toc45389446]5.10.2.2	High cooperative robots' operation
The factory floor is divided into different work zones. In one work zone, the robots are organized by dividing into different groups. For each group, the robots with different functions are installed in close proximity and working together to complete some joint tasks with very tight cooperation.
Normally one robot can take the role of a master in a group, but distributed cooperation schemes between all the robots in a group are also possible. In order to complete a task with different robots, the strong cooperation among the cooperative robots is absolutely required in real time, and those deterministic control data requiring ultra-low latency (<1 ms) are exchanged between the robots to achieve the movement synchronicity and tight cooperation. In these scenarios, a network controlled direct communication between these cooperative robots for data exchange can be considered as one deployment options as it can reduce latency and increased reliability, considering the control data does no’t need to be going through other network nodes, such as gNB in UE-to-Network communication case.
In order to prevent the interference from the communication outside of this robot group, the (direct) communications between those robots need to be monitored and controlled by the network.
[bookmark: _Toc45389447]5.10.2.3	Using Device-to-Device communication for traffic offload in factory
In a factory’s OT NPN network, there can be many cyber-physical applications running simultaneously which demands high bandwidth and resource from the gNB in the factory floor. At the same time, the operator of the factory NPN may not have enough spectrum in one band to cover the whole NPN, but has multi-band spectrums which are widely spanned. As a result, it may be challenging for a single eNB to support all the whole spectrum. Therefore, the NPN operator may need to distribute the different application traffic by using different spectrums, and offloads some device-to-device traffic to ProSe communication instead of letting those traffic going through eNB.
For example, Technician Jenny walks to a machine and start to conduct a routine check on a machine operation by taking a handheld tablet with the high-resolution video streaming (10 Mbit/s) from the camera inside a machine. Because it’s the peak time of the production, the main gNB resource (using 3.8 GHz with only 100 MHz bandwidth) in these areas have been allocated to some critical URLLC Control to Control traffics and other higher priority video traffics for production line control, there is no additional bandwidth for Jenny’s operation. Therefore, the network establishes a direct communication between Jenny’s handheld tablet and the machine camera using mm Wave, so Jenny can watch the streaming video of the machine operation.
	 End of Change 10 	
[bookmark: _Toc45389450]
	 Start of Change 11 	
5.10.5	Existing features partly or fully covering the use case functionality
Use of direct communication for eCAV scenario has potential overlap with the several requirements in TS 22.186, including R.5.1-20 listed below:
Table 5.10.5-1
	Specification 
	Existing feature 
	Coverage analysis 

	TS 22.186
	R.5.1-020]	The 3GPP system shall allow UEs supporting V2X application to use NR for direct communication when the UEs are not served by a RAN using NR.
	This requirement is only applied to V2X.



	 End of Change 11 	

	 Start of Change 12 	
[bookmark: _Toc45389458]5.11.6	Potential New Requirements needed to support the use case
[PR-5.11.6-001]	The 5G system shall be able to support direct wireless communication (ProSe) between a group of UEs for communication with service performance requirements in Table 5.11.6-1. 
[PR-5.11.6-002]	The 5G system shall be able to support 5G LAN-type service to UEs using ProSe communication.
[PR-5.11.6-003]	The 5G system shall be able to support time synchronization (working clock domain) between the UEs within the group of UEs connected by ProSe communication.
[PR-5.11.6-004]	The 5G system shall be able to support periodic deterministic communication (both unicast and multicast) with KPIs given in Table 5.11.6-1 between the UEs within the group of UEs connected by ProSe communication. 
[PR-5.11.6-005]	The 5G system shall be able to support multicast communication between the UEs within the group of UEs connected by ProSe communication.
[PR-5.11.6-006]	The 5G system shall be able to support mobility of the group of UEs connected by ProSe communication with KPIs given in Table 5.11.6-1 within the 5G network.
[PR-5.11.6-007]	The 5G system shall be able to support service continuity of the group of UEs using ProSe communication with KPIs given in Table 5.11.6-1 between a non-public network and a PLMN (subject to operator policies and agreement between the operators and service providers).
[PR-5.11.6-009]	The 5G system shall be able to support indirect 3GPP communication with KPIs given in Table 5.11.6-1 between UEs out of transmission range by one intermediate UE.
[PR-5.11.6-010]	The 5G system shall be able to support ProSe communication (both unicast and multicast) with KPIs given in Table 5.11.6-1 between UEs up to 50 m distance.
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Table 5.11.6-1: KPIs for ProSe communication for cyber-physical control applications
	Use case 
	Characteristic parameter
	
	
	Influence quantity

	5.11 – Cooperative carrying of work pieces
	Communication service availability: target value in [%]
	Communication service reliability: Mmean Ttime Bbetween Ffailure
	End-to-end latency: maximum
	Bit rate
	Direction
	Message Ssize [byte]
	Transfer interval [ms]
(note 2)
	Survival time
[ms]
(note 2)
	UE speed [km/h]
	# of UEs
connection
	Service Aarea
[m³]
(note 1)

	Cooperative carrying – fragile work pieces
	99.,999 9 % to 99.,999 999 %
	~ 10 years
	< 0.5 * Transfer interval
	2.5 Mbit/s
	UE-UE (ProSe communication)
	250
500 with localisation information
	> 5
>2.5
>1.7
	0
Transfer interval
2 x* Transfer interval
	≤6
	2-8
	10 x 10 x 5;
50 x 5 x 5

	Cooperative carrying – elastic work pieces
	99.,999 9 % to 99.,999 999 %
	~ 10 years
	< 0.5 * Transfer interval
	2.5 Mbit/s
	UE-UE (ProSe communication)
	250
500 with localisation information
	> 5
>2.5
>1.7
	0
Transfer interval
2 x* Transfer interval
	≤12
	2-8
	10 x 10 x 5;
50 x 5 x 5

	NOTE 1:	Service Area for direct communication. The group of UEs with direct communication might move throughout the whole factory site (up to several km²)
NOTE 2:	The first value is the application requirement, the other values are the requirement with multiple transmission of the same information (two or tree times respectively).



[bookmark: _Hlk17407095]The use case scenario “"cooperative carrying – elastic work pieces"” allows a larger tolerance in the precision of the movements of the collaborating mobile robots /AGV compared to the use case scenario “"cooperative carrying – fragile work pieces"”. The larger tolerance in the coordinated movements allows for either faster movement of the work piece or longer transfer intervals (tradeoff between UE speed and transfer interval). A longer transfer interval relaxes the requirement on the maximum end-to-end latency.
The values given in Table 5.11.6-1 are the upper boundary of the required KPIs. There is a broad variety in the actual use cases of cooperative carrying and several parameters and deployment options have some flexibility in their value range or implementation. Relaxed KPI requirements can already satisfy a substantial set of cooperative carrying use cases depending on the actual physical characteristics (e.g. carrying speed, type of carried work piece). 
The actual physical use case setting, such as the kind of workpiece to be carried, determines the necessary requirements on the communication service and the possible tradeoffs. Also the employed control algorithms and recovery mechanisms may further relax the necessary requirements and KPIs. Furthermore, the careful design of the mobile robots / AGVs (e.g. placement of UEs) can further improve the reliability of the wireless communication. Tradeoffs are especially possible between the carrying speed and the transfer interval / end-to-end latency as well as the communication service reliability. A reduction of the carrying speed reduces the requirements on the transfer interval / end-to-end latency or on the packet error ratio. The latter is possible, for instance, if the increased time budget is used for more transmissions. 


	 End of Change 12 	

	 Start of Change 13 	
[bookmark: _Toc45389461]5.12.2	Pre-condition
As defined in TS 22.104, relative positioning requirement for the tracking of tools at the work place location is <1 m as shown below.
Figure 5.12.2-1
	Scenario
	Horizontal accuracy
	Availability
	Heading
	Latency for position estimation of UE
	UE Speed
	Corresponding Positioning Service Level in TS 22.261

	Flexible, modular assembly area in smart factories (for tracking of tools at the work-place location)
	< 1 m (relative positioning)
	99 %
	N/A
	1 s
	< 30 km/h
	Service Level 3



When a set of tools or materials needs to be delivered to a machine, there will be tracking devices which use 5G positioning service being attached to that delivery. Factory just installed a new test machine which also has 5G connection and some storage shelf next to it in a factory floor, which cause some 5G radio shallow area and UE devices will have bad coverage in this shallow area. Sometimes the operator does no’t need to know the exact location of this devices, but need to know the relative position to the machine with requirement of (<1 m, 99 % availability) as show above, such as if the delivery package for that new installed machine has arrived near the machine.
	 End of Change 13 	

	 Start of Change 14 	
[bookmark: _Toc45389467][bookmark: _Hlk48296871]5.13.1	Description
The use cases of process industries have been described in TS 22.104, Annex A.2.3, as well as TS 22.261 Annex D.3. These use cases are characterized by a large service area of several km²^2, with a large number of devices. The associated performance requirements are provided in Table 5.2-1 in TS 22.104.
Further, the process industries such as chemical refining, downstream oil and gas often use large metallic structures that create shadowing for wireless signals. This shadowing can create localized coverage holes within the intended coverage area where the gNB signal is not available.
The use of indirect communication can allow UEs that are near the coverage hole to extend service to UEs that are within the coverage hole.
	 End of Change 14 	

	 Start of Change 15 	
[bookmark: _Toc45389472]5.13.6	Potential New Requirements needed to support the use case
[bookmark: _Hlk17279675][PR-5.13.6-001]	 The 5G system shall be able to provide service to an out-of-coverage UE via indirect communication while meeting the performance requirements specified for the process automation use cases in TS 22.104, Table 5.2-1 Annex A.2.3.2 and A.2.3.3.
	 End of Change 15 	

	 Start of Change 16 	
[bookmark: _Toc45389476]5.14.3	Service Flows
Case A: 
NPN A is deployed in a logistics warehouse and provides communication services among AGVs (Automatic Guided Vehicle). These AGVs communicate with each other to avoid collision. 
-	The AGVs closed to each other may join in one group and IP-based multicast is used within this group. Other kinds of communication mechanism such as SMS over NAS are not supported in NPN A. 
-	The traffic shall not be routed outside NPN A. NPN A provides closed-loop process control for communications among different AGVs. Lawful interception is not requried. Roaming and interworking with another network (including PLMN and other NPNs) are not required. 
-	All the AGVs belong to the factory. Monitoring of traffic may be required for netowrk management purpose but accounting and charging for each separated AGV is not required.
Case B: 
NPN B is deployed in a localized area that can be covered using one logical NG-RAN node. One logical NG-RAN node can support more than 10,000 cells. With distributed access architecture, one logical NG-RAN node is enough for a localized area coverage. Therefore, a small scale of 3GPP system is needed. 
-	In NPN B, a UE will never moves out of the logical NG-RAN node. An optimized mobility management mechanism is required.
Case C: 
NPN C is deployed and managed with the support of PLMN. The MNO can also provide network O&M using the overall O&M system which support both PLMN and NPN. At the meantime, the overal O&M system provides the enterprise owner full access to its monitoring data and O&M functions and tasks.
In the different deployment scenarios listed above, each NPN can be deployed with the necessary services and procedures according to the service requirements. In this way, the 5G system network resource can be efficiently used for NPN.
	 End of Change 16 	

	 Start of Change 17 	
[bookmark: _Toc45389488]5.16.1	Description
In a traditional factory, the production environment is fixed. Machines that are cooperating are connected via cable, typically using an industrial ethernet technology like PROFINET. With the introduction of 5G and the advent of Industry 4.0, however, the goal is for factories to become increasingly flexible and modular. In frequently changing, modular production environments wired links are not viable. 5G will enable these use cases by replacing the wired links with 5G wireless links.
[image: ]
Figure 5.16.1-1: Example of four cooperating machines with wired connections [12]
We assume two or more machines (typically 4 or 5) to be cooperating with each other during production. Figure 5.16.1-1 shows an example of a production cell with four cooperating machines connected via cable. A production cell combines machines based on the manufacturing process. In order to replace the cables between the four cooperating machines and the supervisory PLC, each machine is equipped with one UE, connected to the controller (shown in Figure 5.16.1-2). From a communication requirements point of view, the supervisory PLC is equal to the machine’s PLCs. The cooperating machine’s communication can be divided into two types. Periodic traffic and a-periodic traffic, as defined in [2]. Both the periodic and a-periodic traffic are scheduled, therefore the a-periodic traffic is also adhering to the transfer interval. The traffic requirements are from the point of view of the UE and give the maximum aggregate traffic of all links. Meaning, the traffic per link may change according to the number of cooperating machines but the total traffic at the UE cannot exceed the given values. 
In traditional production setups the cooperating machines use either 100 Mbit/s or 1 Gbit/s links, depending on the application (e.g. 1 Gbit/s links for motion control together with video streams, 100 Mbit/s links for motion control). These wired links have to be replaced by wireless connections to enable flexible, modular setups. 
[image: ] 
Figure 5.16.1-2: Example of four cooperating machines with wireless connections (based on [12])
Use Case 1 - 100 Mbit/s link replacement:
In the case of the 100 Mbit/s links, we assume 50 % periodic traffic and 25 % a-periodic traffic. With a 1 ms transfer interval, that results in 6.25 kB/ms (50 Mbit/s) periodic traffic and 3.125 kB/ms (25 Mbit/s) a-periodic traffic.
Use Case 2 - 1 Gbit/s link replacement:
In the case of the 1 Gbit/s links, we assume 25 % periodic traffic and 50 % a-periodic traffic. With a 1 ms transfer interval, that results in 25 kB/ms (250 Mbit/s) periodic traffic and 62.5 kB/ms (500 Mbit/s) a-periodic traffic.
	 End of Change 17 	

	 Start of Change 18 	
[bookmark: _Toc45389492]5.16.5	Existing features partly or fully covering the use case functionality
Table 5.2-1 – “"Control-to-control in motion control"” use case in TS 22.104 [2]
[bookmark: _Toc45389493]5.16.6	Potential New Requirements needed to support the use case
Table 5.16.6-1
	Use case #
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in [%]
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Data rate [Mbit/s]
	Transfer interval
	Survival time
	UE speed
	# of UEs
	Service area (note  1)

	Control-to-Control: 100 Mbit/s link replacement (periodic traffic)
	99.999 9 to 99.999 999
	~ 10 years
	< transfer interval value
	50
	≤ 1 ms
	3 * transfer interval
	stationary
	2 to 5
	100 m x 30 m x 10 m

	Control-to-Control: 100 Mbit/s link replacement (aperiodic traffic)
	99.999 9 to 99.999 999
	~ 10 years
	< transfer interval value
	25
	≤ 1 ms
(note 2) 
	
	stationary
	2 to 5
	100 m x
30 m x 10 m

	Control-to-Control: 1 Gbit/s link replacement (periodic traffic)
	99.999 9 to 99.999 999
	~ 10 years
	< transfer interval value
	250
	≤ 1 ms
	3 * transfer interval
	stationary
	2 to 5
	100 m x
30 m x 10 m

	Control-to-Control: 1 Gbit/s link replacement (aperiodic traffic)
	99.999 9 to 99.999 999
	~ 10 years
	< transfer interval value
	500
	≤ 1 ms 
(note 2)
	
	stationary
	2 to 5
	100 m x
30 m x 10 m

	NOTE 1:	Length x width x height.
NOTE 2:	Transfer interval for scheduled a-periodic traffic



	 End of Change 18 	

	 Start of Change 19 	
[bookmark: _Toc45389495]5.17.1 	Description
Time-sensitive networking (TSN) for cyber-physical control applications needs to be ultra-reliable. In the open issues for network performance it has been noted that in TS 22.104, KPIs have been defined for Communication service availability and reliability (see 22.104, Table 5.2-1) while 5G QoS characteristics are specified in TS 23.501 relate to packet forwarding treatment. Much effort has been made to improve that treatment to make it more suitable for TSN, to lower latency in the RAN and support deterministic TSN Streams according to gate schedules provided by an IEEE TSN network management plane (e.g., using IEEE 802.1Qbv). Solutions have been adopted that improve stream reliability by using dual connectivity (DC) with multiple PDU sessions to separate UPFs, and by supporting PDCP layer duplication with DC and Carrier Aggregation (CA).
Yet even with these improvements, it is not clear how, with an end-to-end user plane path that contains a single point of service failure, one can achieve availability as high as 99.999 999 % and service reliability meantime between failures of ~10 years, as required for many deterministic communication scenarios. 
High reliability/availability has been addressed in Ethernet related standards by enabling link redundancy in end-to-end paths so failure of any one link or relay node does not interrupt service. By using FRER (IEEE 802.1CB), PRP (IEC 62439-3:2016) or other mechanisms to transmit redundant frames over the paths, each link may have a more relaxed requirement. For example, to increase service reliability/availability in TSN networks, FRER can be employed between Talker and Listener over end-to-end redundant paths that have orthogonal failure modes.
To support this with the 5GS:
1)	Talker to listener connectivity needs to be supported using more than one (redundant) 5GS bridge, where each bridge is comprised of independent components with orthogonal failure modes, including separate UEs for each bridge.
2)	Operations that increase the likelihood of a link disruption at scheduled TSN Tx/Rx times are coordinated between redundant UEs so they do not occur simultaneously. This includes operations that involve an RRC Reconfiguration (e.g., handover when there may be a brief link interruption).
	 End of Change 19 	

	 Start of Change 20 	
[bookmark: _Toc45389497]5.17.3	Service Flows
Handovers and other actions by two or more UEs that have setup independent PDU sessions through different gNBs for the purpose of providing e2e redundant paths are coordinated so only one path is affected at a time. The coordination ensures that at any time, only one UE will be engaged in a handover (or other action) that affects the reliability / availability of the service. At all times, at least one UE maintains its current radio connection. Hence an unperturbed path between endpoints is always be available for sending TSN traffic at the time proscribed by an IEEE 802.1Qbv schedule.
	 End of Change 20 	

	 Start of Change 21 	
[bookmark: _Toc45389500]5.17.6	Potential New Requirements needed to support the use case
[PR-5.17.6-001]	 The 5G system shall provide support for reliable communications when a UE serves as a TSN talker or listener so there is no single point of service failure.
	 End of Change 21 	

	 Start of Change 22 	
[bookmark: _Toc45389503]5.18.2	Pre-conditions
A chemical plant with a dimension of 1,000 m x 1,000 m produces various liquids (e.g. solvents, acids, adhesives) and solids (e.g. plastic, colorants, detergents, fertilizer).
The plant comprises of:
-	Tanks and silos for storage of raw material and products
-	Pipes and tubes, as well as moving tanks for transportation on site
-	Assets for processing (e.g. pumps, heaters, coolers, mixer, stirrer)
5G-enabled sensors are in place for monitoring of:
-	Inventories by level sensors
-	Utilities (water, steam, compressed air) consumption by temperature, pressure and flow sensors
-	Pump condition by vibration and pressure sensors
-	Heat exchanger efficiency by temperature, pressure and flow sensors
-	Leakages by thermal cameras
These sensors are battery operated and wirelessly connected to ease installation and enhance flexibility of usage. The sensors are added to the existing plant and assets.
	 End of Change 22 	

	 Start of Change 23 	


[bookmark: _Toc45389507]5.18.6	Potential New Requirements needed to support the use case
[PR-5.18.6-001]	 5G System shall be able to support industrial wireless sensors according to the service performance requirements listed in Table 5.18.6-1.
Table 5.18.6-1: Industrial wireless sensors service performance requirements
	[bookmark: _Hlk16182251]
	Characteristic parameter
	
	Influence quantity

	Use case
	Communication service availability: target value in [%]
	Communication service reliability: mean time between failure
	End-to-end latency
	Transfer interval
	Bit rate
[bits/s]
	Battery lifetime [year]
(note 1)
	Direction
	Message
Ssize
[byte]
	Survival time
	UE speed
	UE density [UE / m²]
	Range
[m]
(note 2)

	1
	99.,99
	≥ 1 week
	< 100 ms
	100 ms – 60 s
	≤ 1 M
	≥5
	Mobile originated
	20
(note 3)
	3 x transfer interval
	Stationary
	Up to 1
	<500

	2
	99.,99
	≥ 1 week
	< 100 ms
	≤ 1 s
	≤ 200 k
	≥5
	Mobile originated
	25 k
	3 x transfer interval
	Stationary
	Up to 0.,05
	<500

	3
	99.,99
	≥ 1 week
	< 100 ms
	≤ 1 s
	≤ 2 M
	≥5
	Mobile originated
	250 k
	3 x transfer interval
	Stationary
	Up to 0.,05
	<500

	NOTE 1:	Industrial sensors can use a wide variety of batteries depending on the use case,but in general they are highly constrained in terms of battery size.
NOTE 2:	Distance between the gNB and the UE.
NOTE 3:	The application-level messages in this use case are typically transferred over Ethernet. For small messages, the minimum Ethernet frame size of 64 bytes applies and dictates the minimum size of the PDU sent over the air interface.



Use case one
[bookmark: _Hlk16184140]Sensors generating periodic measurements of a continuous value (e.g. temperature, pressure, flow rate sensors).
[bookmark: _Hlk16184187]Use case two
Sensors generating waveform measurements (e.g. vibration sensors). Even though the waveform measurement is continuous, it is expected that this type of sensors will buffer and transmit the data periodically (e.g. every second) to save battery by enabling discontinuous transmission.
Use case three
Cameras (regular or thermal) for asset monitoring (e.g. for leakage detection). Even though the video recording is continuous, it is expected that this type of sensors will buffer and transmit the data periodically (e.g. every second) to save battery by enabling discontinuous transmission.

	 End of Change 23 	

	 Start of Change 24 	
[bookmark: _Toc45389524]5.20.5	Existing features partly or fully covering the use case functionality
Clock synchronization requirements on synchronization precision with respect to the synchronization domain in clause 5.6.1 of TS 22.104:
The 5G system shall support a mechanism to process and transmit IEEE 1588v2 / Precision Time Protocol messages to support 3rd-party applications which use this protocol.
The 5G system shall support a mechanism to synchronise the user-specific time clock of UEs with a global clock.
The 5G system shall support a mechanism to synchronize the user-specific time clock of UEs with a working clock.
The 5G system shall support two types of synchronization clocks, the global time domain and the working clock domains.
The global time domain shall provide time synchronization with precision of ≤ 1 µs.
NOTE 1:	Some use cases require only a precision of ≤ 100 µs for the global time domain if a working clock domain with precision of ≤ 1 µs is available.
NOTE 2:	The required precision is between the sync master and any device of the global time domain.
The working clock domains shall provide time synchronization with precision of ≤ 1 µs. 
NOTE 3:	The required precision of ≤ 1 µs is between the sync master and any device of the clock domain.
NOTE 4:	Different working clock domains are independent and can have different precision.
The 5G system shall be able to support arbitrary placement of sync master functionality and sync device functionality in integrated 5G / non-3GPP TSN networks.
The 5G system shall be able to support clock synchronization through the 5G network if the sync master and the sync devices are served by different UEs. (Flow of clock synchronization messages is in either direction, UL and DL.)
TS 22.104 Table 5.6.2-1 specifies the synchronicity requirements for different use cases, e.g. < 1 µs synchronicity for motion control and industrial control-to-control communication. 
[bookmark: _Toc45389525]5.20.6	Potential New Requirements needed to support the use case
5G service performance requirements on the clock synchronization budget assigned to the 5G system in integrated TSN networks (5G network and non-3GPP networks, e.g. IEEE 802.1-based TSN networks):
[PR-5.20.6-001]	 The time synchronization budget assigned to the 5G system in integrated 5G TSN networks for the global time domain shall be at most 900 ns.
[PR-5.20.6-002]	 The time synchronization budget assigned to the 5G system in integrated 5G TSN networks for a working clock domain shall be at most 900 ns.
NOTE:	The clock synchronization precision between the sync master and any sync device in the synchronization domain is ≤ 1 µs in the above potential new requirements (in both, global time domain and working clock domain).
	 End of Change 24 	

	 Start of Change 25 	
[bookmark: _Toc45389527]6.1	Industrial Ethernet integration
This clause contains merged and consolidated potential service requirements related to Industrial Ethernet integration, which includes time synchronization, different time domains, integration scenarios, and support for time-sensitive networking (TSN).
[MPR-22832-6.1-00a]	The 5G system shall be able to support four synchronization domains on a UE.
NOTE:	The four synchronization domains are used, for example, as two synchronization domains for global time and two working clock domains. One pair of global time and working clock is used as redundant synchronization domains for zero failover time.
[MPR-22832-6.1-00b]	The 5G system shall be able to support arbitrary placement of sync master functionality and sync device functionality in integrated 5G / non-3GPP TSN networks.
[MPR-22832-6.1-00c]	The 5G system shall be able to support clock synchronization through the 5G network if the sync master and the sync devices are served by different UEs. (Flow of clock synchronization messages is in either direction, UL and DL.)
[bookmark: _Hlk16022852][MPR-22832-6.1-00d]	The 5G System shall be able to support up to 128 synchronization domains (with different synchronization domain identifiers / domain numbers), including for UEs connected through the 5G network.
[MPR-22832-6.1-00e]	The 5G system shall provide a suitable means to support the management of the merging and separation of working clock domains, that is interoperable with the corresponding mechanisms of TSN and IEEE 802.1AS.
[MPR-22832-6.1-00f]	The 5G system shall support the fully distributed model for configuration of time-sensitive networking.
[MPR-22832-6.1-00g]	The 5G system shall support the fully distributed model for configuration of time-sensitive networking that is aligned with Multiple Stream Registration Protocol (MSRP, IEEE 802.1Q [9]), IEEE P802.1CS Link-local Registration Protocol (LRP) [10], and IEEE P802.1Qdd Resource Allocation Protocol (RAP) [11].
[MPR-22832-6.1-00h]	The 5G system shall support the user-network / network-network interface for the dynamic configuration of the fully distributed model for time-sensitive networking.
[MPR-22832-6.1-00i]	 The time synchronization budget assigned to the 5G system in integrated TSN networks for the global time domain shall be at most 900 ns.
[MPR-22832-6.1-00j]	 The time synchronization budget assigned to the 5G system in integrated TSN networks for a working clock domain shall be at most 900 ns.
NOTE:	The clock synchronization precision between the sync master and any sync device in the synchronization domain is ≤ 1 µs in the above potential new requirements (in both, global time domain and working clock domain).
Table 6.1-1: Relation between merged and new potential service requirements from use cases
	Merged Potential Service Requirement (clause 6)
	Based on New Potential Service Requirements (clause 5)
	Merged Potential Service Requirement (clause 6)
	Based on New Potential Service Requirements (clause 5)

	[MPR-22832-6.1-00a]
	[PR-5.2.6-001]
	[MPR-22832-6.1-00e]
	[PR-5. 4.6-001]
[PR-5. 4.6-002]

	[MPR-22832-6.1-00b]
	[PR-5.2.6-003]
	[MPR-22832-6.1-00f]
	[PR-5.15.6-001]

	[MPR-22832-6.1-00c]
	[PR-5.2.6-002]
	[MPR-22832-6.1-00g]
[MPR-22832-6.1-00i]
[MPR-22832-6.1-00j]
	[PR-5.15.6-002]
[PR-5.20.6-001]
[PR-5.20.6-002]

	[MPR-22832-6.1-00d]
	[PR-5.3.6-001]
[PR-5.3.6-002]
	[MPR-22832-6.1-00h]
	[PR-5.15.6-003]



	 End of Change 25 	

	 Start of Change 26 	
[bookmark: _Toc45389529]6.3	Network operation and Maintenance
This clause contains merged and consolidated potential service requirements related to network operation and maintenance in 5G non-public networks for cyber-physical control applications in vertical domains. This includes enhanced QoS monitoring, communication service and networks diagnostics. Furthermore, this clause includes merged and consolidated potential service requirements related to the communication service interface between application and 5G systems, e.g. information to the 5G network for setting up communication services for cyber-physical control applications and corresponding monitoring.
[bookmark: _Hlk16110053][bookmark: _Hlk15456661][MPR-22832-6.3-00a]	The 3GPP network shall be able to provide suitable and secured means to enable an authorized 3rdrd party to provide the 3GPP network via encrypted connection with the expected communication behaviour of UE(s).
NOTE 1:	The expected communication behaviour is, for instance, the application servers a UE is allowed to communicate with, the time a UE is allowed to communicate, or the allowed geographic area of a UE.
[MPR-22832-6.3-00b]	The 3GPP network shall be able to provide suitable and secured means to enable an authorized 3rdrd party to provide via encrypted connection the 3GPP network with the actions expected from the 3GPP network when detecting behavior that falls outside the expected communication behavior.
NOTE 2:	Such actions can be, for instance, to terminate the UE’s communication, to block the transferred data between the UE and the not allowed application.
[bookmark: _Hlk16112577][MPR-22832-6.3-00c]	The 5G network shall be able to provide secure means for providing communication scheduling information (i.e. the time period the UE(s) will use a communication service) to an NPN via encrypted connection. This communication scheduling information is used by the 5G network to perform network energy saving and network resource optimization.
[bookmark: _Hlk16112547][MPR-22832-6.3-00d]	The 5G system shall support the means for disengagement (tear down) of communication services by an authorized 3rd party.
[MPR-22832-6.3-00e]	 The 5G system shall provide support for reliable communications when a UE serves as a TSN talker or listener so there is no single point of service failure.
Table 6.3-1: Relation between merged and new potential service requirements from use cases
	Merged Potential Service Requirement (clause 6)
	Based on New Potential Service Requirements (clause 5)
	Merged Potential Service Requirement (clause 6)
	Based on New Potential Service Requirements (clause 5)

	[MPR-22832-6.2-00a]
	[PR-5.5.6-001]
	[MPR-22832-6.2-00d]
	[PR-5.7.6-001]

	[MPR-22832-6.2-00b]
	[PR-5.5.6-001]
	[MPR-22832-6.2-00e]
	[PR-5.17.6-001]

	[MPR-22832-6.2-00c]
	[PR-5.6.6-001]
	
	



[bookmark: _Toc45389530]6.4	Network performance requirements
This clause contains merged and consolidated potential service requirements related to network performance requirements for cyber-physical control applications in vertical domains.
[MPR-22832-6.4-00a]	The 5G system shall be able to support seamless mobility with handovers between different gNodeBs in the same 5G network without any impact on the safety-critical functions (handover latency ≤ 30 ms).
[MPR-22832-6.4-00b]	The 5G system shall be able to provide periodic deterministic communication with the service performance requirements reported in Tables 6.4-1 and 6.4-2.
[MPR-22832-6.4-00c]	The 5G system shall be able to provide aperiodic deterministic communication with the service performance requirements reported in Tables 6.4-3 and 6.4-4.
[MPR-22832-6.4-00d]	The 5G system shall be able to provide mixed traffic communication with the service performance requirements reported in Table 6.4-5.
[MPR-22832-6.4-00e]	The 5G System shall be able to support industrial wireless sensors according to the service performance requirements listed in Table 6.4-6.



Table 6.4-1: Periodic deterministic communication service performance requirements
	Use case 
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in [%]
	Communication service reliability: Mmean Ttime Bbetween Ffailure
	 End-to-end latency: maximum
	Bit rate
[bit/s]
	Direction
	Message
Ssize
[byte]
	Transfer interval [ms]
	Survival time
	UE speed
	# of UEs
connection
	Service Aarea
[m², m³]

	[bookmark: _Hlk16877522]Mobile Operation Panel: Emergency stop (connectivity availability) 
	99.,999 999
	1 day
	<8 ms
	250 k
	Uplink
Downlink
(note 1)
	40-250
	8 ms
	16 ms
	quasi-static; up to 10 km/h
	2 or more
	30 x 30

	Mobile Operation Panel: Safety data stream 
	99.,999 99
	1 day
	<10 ms
	< 1 M
	Uplink
(note 1)
	<1 K
	10 ms
	~10 ms
	quasi-static; up to 10 km/h
	2 or more
	30 x 30

	Mobile Operation Panel: Control to visualization 
	99.,999 999
	1 day
	10-100 ms
	10 k
	Uplink
Downlink
(note 1)
	10-100
	10-100 ms
	transfer interval 
	stationary
	2 or more
	100-2,000

	Mobile Operation Panel: Motion control
	99.,999 999
	1 day
	<1 ms
	12 M -16 M
	Downlink
(note 1)
	10-100
	1 ms
	~1 ms
	stationary
	2 or more
	100

	Mobile Operation Panel: Haptic feedback data stream
	99.,999 999
	1 day
	<2 ms
	16 k (UL)
2 M (DL)
	Uplink
Downlink
(note 1)
	50
	2 ms
	~2 ms
	stationary
	2 or more
	100

	Cooperative carrying – fragile work pieces
	99.,999 9 to 99.,999 999
	~ 10 years
	< 0.5 * transfer interval
	2.5 M
	UE-UE (ProSe communication)
	250
500 with localisation information
	> 5
>2.5
>1.7
(note 2)
	0
transfer interval
2 x* transfer interval
(note 2)
	≤6
	2-8
	10 x 10 x 5;
50 x 5 x 5
(note 3)

	Cooperative carrying – elastic work pieces
	99.,999 9 to 99.,999 999
	~ 10 years
	< 0.5 * transfer interval
	2.5 M
	UE-UE (ProSe communication)
	250
500 with localisation information
	> 5
>2.5
>1.7
(note 2)
	0
transfer interval
2 x* transfer interval
(note 2)
	≤12
	2-8
	10 x 10 x 5;
50 x 5 x 5
(note 3)

	NOTE 1:	The mobile operation panel is connected wirelessly to the 5G system. If the mobile robot/production line is also connected wirelessly to the 5G system, the communication includes two wireless links.
NOTE 2:	The first value is the application requirement, the other values are the requirement with multiple transmission of the same information (two or tree times respectively).
NOTE 3:	Service Area for direct communication between UEs. The group of UEs with direct communication might move throughout the whole factory site (up to several km²)



The use case scenario "cooperative carrying – elastic work pieces" allows a larger tolerance in the precision of the movements of the collaborating mobile robots /AGV compared to the use case scenario "cooperative carrying – fragile work pieces". The larger tolerance in the coordinated movements allows for either faster movement of the work piece or longer transfer intervals (tradeoff between UE speed and transfer interval). A longer transfer interval relaxes the requirement on the maximum end-to-end latency.
The values given in Table 6.4-1 for use case "cooperative carrying" are the upper boundary of the required KPIs. There is a broad variety in the actual use cases of cooperative carrying and several parameters and deployment options have some flexibility in their value range or implementation. Relaxed KPI requirements can already satisfy a substantial set of cooperative carrying use cases depending on the actual physical characteristics (e.g. carrying speed, type of carried work piece). 
The actual physical use case setting, such as the kind of workpiece to be carried, determines the necessary requirements on the communication service and the possible tradeoffs. Also the employed control algorithms and recovery mechanisms may further relax the necessary requirements and KPIs. Furthermore, the careful design of the mobile robots / AGVs (e.g. placement of UEs) can further improve the reliability of the wireless communication. Tradeoffs are especially possible between the carrying speed and the transfer interval / end-to-end latency as well as the communication service reliability. A reduction of the carrying speed reduces the requirements on the transfer interval / end-to-end latency or on the packet error ratio. The latter is possible, for instance, if the increased time budget is used for more transmissions. 
Table 6.4-2: Periodic deterministic communication
	Use case #
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in [%]
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Data rate [Mbit/s]
	Transfer interval
	Survival time
	UE speed
	# of UEs
	Service area (note 1)

	Control-to-Control: 100 Mbit/s link replacement
	99.,999 9 to 99.,999 999
	~ 10 years
	< transfer interval value
	50
	≤ 1 ms
	3 * transfer interval
	stationary
	2 to 5
	100 m x 30 m x 10 m

	Control-to-Control: 1 Gbit/s link replacement
	99.,999 9 to 99.,999 999
	~ 10 years
	< transfer interval value
	250
	≤ 1 ms
	3 * transfer interval
	stationary
	2 to 5
	100 m x
30 m x 10 m

	NOTE 1:	Length x width x height.
NOTE 2:	Transfer interval for scheduled aperiodic traffic



Table 6.4-3: Aperiodic deterministic communication service performance requirements
	Use Case
	Characteristic parameter (KPI)
	
	Influence quantity

	
	Communication service availability: target value in [%]
	Communication service reliability: Mmean Ttime Bbetween Ffailure
	 End-to-end latency: maximum
	Bit rate
[bits/s]
	Direction
	Message size [byte]
	Survival time
	UE speed
	# of UEs
connection
	Service Aarea
[m², m³]

	Mobile Operation Panel: Emergency stop (emergency stop events)
	99.,999 999
	1 day
	<8 ms
	250 k
	Uplink
Downlink
(note)
	40-250
	16 ms
	quasi-static; up to 10 km/h
	2 or more
	30 x 30

	NOTE:	The mobile operation panel is connected wirelessly to the 5G system. If the mobile robot/production line is also connected wirelessly to the 5G system, the communication includes two wireless links.



Table 6.4-4: Aperiodic deterministic communication
	Use case #
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in [%]
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Data rate [Mbit/s]
	Transfer interval
	Survival time
	UE speed
	# of UEs
	Service area (note 1)

	Control-to-Control: 100 Mbit/s link replacement
	99.,999 9 to 99.,999 999
	~ 10 years
	< transfer interval value
	25
	≤ 1 ms
(note 2) 
	n/a
	stationary
	2 to 5
	100 m x
30 m x 10 m

	Control-to-Control: 1 Gbit/s link replacement
	99.,999 9 to 99.,999 999
	~ 10 years
	< transfer interval value
	500
	≤ 1 ms 
(note 2)
	n/a
	stationary
	2 to 5
	100 m x
30 m x 10 m

	NOTE 1:	Length x width x height.
NOTE 2:	Transfer interval for scheduled aperiodic traffic



Table 6.4-5: Mixed traffic communication service performance requirements
	Use Case
	Characteristic parameter (KPI)
	Influence quantity

	
	Communication service availability: target value in [%]
	Communication service reliability: Mmean Ttime Bbetween Ffailure
	 End-to-end latency: maximum
	Bit rate
[bits/s]
	Direction
	Message
Ssize
[byte]
	Survival time
	UE speed
	# of UEs
connection
	Service Aarea
[m², m³]

	Mobile Operation Panel: Manufacturing data stream
	99.,999 9 to 99.,999 99
	1 day
	
	12 M
	Uplink
Downlink
(note)
	250-1,500
	n/a
	quasi-static; up to 10 km/h
	2 or more
	30 x 30

	NOTE:	The mobile operation panel is connected wirelessly to the 5G system. If the mobile robot/production line is also connected wirelessly to the 5G system, the communication includes two wireless links.



Table 6.4-6: Industrial wireless sensors service performance requirements
	
	Characteristic parameter
	
	Influence quantity

	Use case
	Communication service availability: target value in [%]
	Communication service reliability: mean time between failure
	End-to-end latency
	Transfer interval
	Bit rate
[bits/s]
	Battery lifetime [year]
(note 1)
	Direction
	Message
Ssize
[byte]
	Survival time
	UE speed
	UE density [UE / m2]
	Range
[m]
(note 2)

	1
	99.,99
	≥ 1 week
	< 100 ms
	100 ms – 60 s
	≤ 1 M
	≥5
	Mobile originated
	20
(note 3)
	3 x transfer interval
	Stationary
	Up to 1
	<500

	2
	99.,99
	≥ 1 week
	< 100 ms
	≤ 1 s
	≤ 200 k
	≥5
	Mobile originated
	25 k
	3 x transfer interval
	Stationary
	Up to 0.,05
	<500

	3
	99.,99
	≥ 1 week
	< 100 ms
	≤ 1 s
	≤ 2 M
	≥5
	Mobile originated
	250 k
	3 x transfer interval
	Stationary
	Up to 0.,05
	<500

	NOTE 1:	Industrial sensors can use a wide variety of batteries depending on the use case,but in general they are highly constrained in terms of battery size. 
NOTE 2:	Distance between the gNB and the UE.
NOTE 3:	The application-level messages in this use case are typically transferred over Ethernet. For small messages, the minimum Ethernet frame size of 64 bytes applies and dictates the minimum size of the PDU sent over the air interface.





Table 6.4-7: Relation between merged and new potential service requirements from use cases
	Merged Potential Service Requirement (clause 6)
	Based on New Potential Service Requirements (clause 5)
	Merged Potential Service Requirement (clause 6)
	Based on New Potential Service Requirements (clause 5)

	[MPR-22832-6.4-00a]
	[PR-5.8.6-004]
	
	

	[MPR-22832-6.4-00b]
Table 6.4-1
	[PR-5.8.6-001]
Table 5.8.6-1
[PR-5.11.6-001]
Table 5.11.6-1
	[MPR-22832-6.4-00b]
Table 6.4-2
	Table 5.16.6-1

	[MPR-22832-6.4-00c]
Table 6.4-3
	[PR-5.8.6-001]
Table 5.8.6-1
	[MPR-22832-6.4-00c]
Table 6.4-4
	Table 5.16.6-1

	[MPR-22832-6.4-00d]
Table 6.4-5
	[PR-5.8.6-001]
Table 5.8.6-1
	[MPR-22832-6.4-00e]
Table 6.4-6
	[PR-5.18.6-001]
Table 5.18.6-1



[bookmark: _Toc45389531]6.5	Positioning
This clause contains merged and consolidated potential service requirements related to positioning with focus on the vertical dimension for Industrial IoT.
[MPR-22832-6.5-00a]	 The 5G system shall provide positioning information for a UE that is out of coverage of the network, with accuracy of < [1 m] relative to other UEs that are in proximity and in coverage of the network.
Table 6.5-1: Positioning performance requirements – vertical accuracy
	Scenario
	Horizontal accuracy
	Vertical accuracy
	Availability
	Heading
	Latency for position estimation of UE
	UE Sspeed
	Corresponding Positioning Service Level in TS 22.261

	Mobile control panels with safety functions (non-danger zones)
	< 5 m 
	< 3 m
	90 %
	N/A
	< 5 s
	N/A
	Service Level 2

	Process automation – plant asset management
	< 1 m
	< 3 m
	90 %
	N/A
	< 2 s
	< 30 km/h
	Service Level 3

	Augmented reality in smart factories
	< 1 m
	< 3 m
	99 %
	< 0.,17 rad 
	< 15 ms
	< 10 km/h
	Service Level 4

	Mobile control panels with safety functions in smart factories (within factory danger zones)
	< 1 m
	< 3 m
	99.,9 % 
	< 0.,54 rad
	< 1 s
	N/A
	Service Level 4

	Flexible, modular assembly area in smart factories (for autonomous vehicles, only for monitoring purposes)
	< 50 cm
	< 3 m
	99 %
	N/A
	1 s
	< 30 km/h
	Service Level 5

	Inbound logistics for manufacturing (for driving trajectories (if supported by further sensors like camera, GNSS, IMU) of indoor autonomous driving systems))
	< 30 cm (if supported by further sensors like camera, GNSS, IMU) 
	< 3 m
	99.,9 %
	N/A
	10 ms
	< 30 km/h
	Service Level 6

	Inbound logistics for manufacturing (for storage of goods)
	< 20 cm
	< 20 cm
	99 %
	N/A
	< 1 s
	< 30 km/h
	Service Level 7

	NOTE:	This table is from TS 22.104 Rel.16 Table 5.7-1, only the column “"Vertical accuracy"” is a new merged potential service requirement.



Table 6.5-2: Relation between merged and new potential service requirements from use cases
	Merged Potential Service Requirement (clause 6)
	Based on New Potential Service Requirements (clause 5)
	Merged Potential Service Requirement (clause 6)
	Based on New Potential Service Requirements (clause 5)

	[MPR-22832-6.5-00a]
	[PR-5.12.6-001]
	Table 6.5-1
	[PR-5.9.6-001]
[PR-5.9.6-002]
[PR-5.9.6-003]
[PR-5.9.6-004]
[PR-5.9.6-005]



	 End of Change 26 	

	 Start of Change 27 	
[bookmark: _Toc45389537]6.6.5	Related to indirect communication
[MPR-22832-6.6-00j]	The 5G system shall be able to support indirect 3GPP communication with respective service performance requirements in Table 6.4-1 between UEs out of transmission range by one intermediate UE.
[MPR-22832-6.6-00k]	The 5G system shall be able to provide service to an out-of-coverage UE via indirect communication while meeting the performance requirements specified for the process automation use cases in TS 22.104, Table 5.2-1 Annex A.2.3.2 and A.2.3.3.
	 End of Change 27 	

	 Start of Change 28 	
[bookmark: _Toc45389560]A.5.3	Communication Service Interface consideration for 5G Systems
The application-service interface definition is subject to 5G communication services and capabilities. In scenarios where an application’s requirement does not have a direct mapping to a service parameter or capability as defined by the 5G vertical requirements, the mapping can be made on the parameters that subsumes a similar or analogous functionality to the definition and purpose of the parameter as described by the 5G system.
The interface consists of mandatory and optional artefacts. The optional artefacts only apply in the context of the application requirement relating to Dsp and QoSp. The absence of one or more parameters in either of the two artefact groups should not result in ambiguity of the classification thus the communication service outcome. The mandatory artefacts on the other hand are always required for service identification, mapping decisions and response. The absence of these mandatory artefacts should result in immediate cancellation of the any request made on the communication service. These artefacts may therefore not at any time be null. The mandatory artefacts are marked by “"m"” and optional artefacts by “"o"”.
	 End of Change 28 	

	 Start of Change 29 	
[bookmark: _Toc45389570]C.2	Use Case 1: Line Controller-to-Controller (L2C) and Controller-to-Controller (C2C) communication
A production line includes a set of machines as executing devices and a Line Control Unit. Preconfigured machines, which include tested and approved internal communication, communicate with a supervisory control unit of the production cell or line. Typically, the network has no fixed configuration of certain controls that need to be present. The control nodes present in the network often vary with the status of machines and the manufacturing plant. 
The machines used in a production cell can be identical but with a different task (machine cloning). Several robots for example, all having the same robot control and internal network architecture, are combined in a cell to fulfil different handling tasks. The number of machines in a line can vary from a few elements to hundreds of machines or other sub-elements. The typical line size is between 10 and 30 machines.
The machine modules may also communicate with other machine modules (Controller-to-Controller). This is often used for upstream/downstream data exchange between machine modules within a production domain. Each machine may run a different schedule and even the intervals may be different. The related 5G requirements assume 5-10 units within a service area of 100 m x 30 m x 10 m. Communication between distributed controllers in a DCS, that is a typical control system used in a large process plant for closed-loop process control, is another example of Controller-to-Controller communication in process automation.
C.3	Use Case 2: Controller-to-Device (C2D) communication
A machine module has typically a control unit and couple of field devices (I/O boxes). Field devices can have inputs for Sensors S and/or outputs for actuators A as process data. Typically, the machine controller (PLC or motion controller) has 1:n bidirectional communication relationships to (a set of) field device(s), e.g. sensors, actuators, drives. Smart devices include a control loop that is controlled by the control unit by set points with feedback values from the devices, e.g. a drive. 
A typical configuration of a machine module has 10 to 20 field devices connecting a few hundreds of sensors and actuators. Larger entities can have 100 and more field devices within a service area of 50 m x 50 m x 10 m. 
A process automation facility may have a larger number of sensors and actuators distributed over a large area (up to several 10,000 in total) for closed-loop process control and process monitoring. In a typical DCS configuration, each distributed controller has a control over up to hundreds of sensors and actuators via 10 to 20 I/O boxes.
Within a machine network, I/O devices may need to exchange data with each other. A use case could be the connection to a (rotating) part of a machine that has so far been connected via a slip ring. A short delay is required, as the network sub-parts are logically be handled as one network of field devices. This communication can be handled as a sub-network connected to the machine controller (C2D).
[bookmark: _Toc45389571]C.4	Use Case 3: Device to Compute (D2Cmp) Communication
Asset management applications for devices used in process automation are usually not handled by the controller (PLC or DCS) of a network, such as
-	Inventory
-	Firmware update
-	Condition monitoring and predictive maintenance
-	Configuration backup
-	Data Analytics
Those functions, likely implemented plant wide or cloud based, require secure access from outside the control network to devices inside the control network bypassing the controller. As a controller is optimized for time critical control algorithms and efficient communication with sensors and actors, too much non-control-relevant traffic would load a controller unnecessarily. In wired installations, a gateway aside the controller is used to perform these tasks.
The applications above just support the primary use case (“"process control"” or “"safety monitoring"”) that are handled by a controller but must not impinge it in any case. This means: robust device access with no impact on real time traffic between devices or between device and controller.
The following network management services are assumed:
-	Network management services
-	Routable layer 3
-	Segmentation
-	IP address management
-	Device discovery service (network scan)
-	Security (authentication, authorization).
As a cloud application could access a device, also a device could access a cloud service in order to check availability of new firmware version or to actively backup its configuration data, e.g., on its digital twin. Whether the connection is established by compute or by device, it needs to be configurable in a secure way and with ability, to activate / deactivate it locally in the plant and remotely on compute.
	 End of Change 29 	

	 Start of Change 30 	
[bookmark: _Toc45389573]D.1	Description
Communication service availability is defined in TS 22.104 as "percentage value of the amount of time the end-to-end communication service is delivered according to an agreed QoS, divided by the amount of time the system is expected to deliver the end-to-end service according to the specification in a specific area". As explained further in TS 22.104, this parameter indicates if the communication system works as contracted ("available"/"unavailable" state). The communication system is in the "available" state as long as the availability criteria for transmitted messages are met. The service is unavailable if the packets received at the target are impaired and/or untimely (e.g. update time > stipulated maximum). 
A failure occurs when the survival time has elapsed. In a failure situation, the application has to be stopped and restarted again after the communication service has recovered. The application may stop and start automatically by itself, and it is not necessarily this has to done from outside. During such a failure situation, the communication system is in the "unavailable" state. For every failure situation the complete application has to be recovered until it is up-running again. Depending on the application this recovery time can last up to several minutes, for example a robot has to be moved to a “"safe"” re-starting point. 
An example is illustrated in Figure D.1-1. A single failure of the communication service occurred in Figure D.1-1, which resulted from the downtime of the communication service in the network exceeding the survival time. The duration of the down state of the application depends on the application recovery time. 


Figure D.1-1: Communication service status vs. application layer experience
 In Figure D.1-1, the communication service and the application are in the up state (0). A failure occurs in the communication service in the network (packet loss) and from the network viewpoint theswitches to the down state (1). After the survival time has elapsed, the communication service (from the application view) also turns into the down state, as does the application (2). The failure is solved and the communication service changes to the up state (3). After the recovery time, the application is restored and switches to the up state (4). 
The time needed for recovering has to be counted for each failure situation, which contributes to the “"unavailability"” of production application. The availability of the overall production asset varies depending on the frequency of downtime occurrences of the communication service and the recovery time required by the application. For simplicity reason we consider a communication service with 99.,999 9 % availability, which would allow only 30 seconds downtime in a year (365 days). It is also assumed that the survival time is 10 s and that it takes 480 seconds to get the application recovered, i.e. recovery time = 480 s. 

Table D.1-1 Calculation of Availability
	Survival time: 10 s
Application recovery time: 480 s
	Case 1
1 x 30 s downtime per year
	Case 2 
2 x 15 s downtime per year

	Communication service down time (application view)
Communication service down time (network view)
Application down time
	30 s

30 s + 10 s = 40 s
30 s + 480 s = 510 s
	2 x 15 s = 30 s

2 x (15 s + 10 s) = 50 s 
2 x (15 s + 480 s) = 990 s

	Communication service availability (application view)
Communication service availability (network view)
Application availability
	99.,999 90 %

99.,999 87 %
99.,998 38 %
	99.,999 90 %

99.,999 84 %
99.,996 86 %



Communication service availability can also be estimated from the mean time between failures (MTBF) and the mean time to repair (MTTR) of the communication service:
		communication service availability ≈ MTBF / (MTBF + MTTR)
[bookmark: _Hlk22814346]In this context, MTBF excludes downtime, as illustrated in Figure D.1-3,  while MTTR refers to the mean time until the communication service is available after a failure, i.e., until the next valid packet has been received.
[image: ]
Figure D.1-3: MTBF and MTTR
Note that the time for an application to recover from a failure (recovery time) due to e.g. a robot arm having to be moved to a safe start position, is totally dependent on the application, which the communication service can hardly influence. In general, the application with a long recovery time may require very stringent communication service reliability as any occurrence of communication failure greatly impacts the application down-time and hence the overall production system availability. On the other hand, if the application recovers very fast, it can likely tolerate more frequent failures of the communication system, while achieving the same overall production system availability target. In such case the communication service reliability could be more relaxed (compared to the above case).
	 End of Change 30 	
	END OF PROPOSED CHANGES	
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