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3.2
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

3D
Three Dimensional

5G
Fifth Generation
5G LAN-VN
5G LAN-Virtual Network
AR
Augmented Reality
A/S
Actuator/Sensor
E2E
End to End
eFMSS
Enhancement to Flexible Mobile Service Steering

eV2X
Enhanced V2X 
FMSS
Flexible Mobile Service Steering
GEO
Geostationary satellite Earth Orbit

ICP
Internet Content Provider

ID
Identification
IMU
Inertial Measurement Unit 
IOPS
Isolated E-UTRAN Operation for Public Safety
IoT
Internet of Things

KPI
Key Performance Indicator 

LCS
Location Services 
LEO
Low-Earth Orbit

MBB
Mobile Broadband
MCS
Mission Critical Services

MCX
Mission Critical X, with X = PTT or X = Video or X = Data

MEO
Medium-Earth Orbit

MIoT
Massive Internet of Things

MMTEL
Multimedia Telephony
MNO
Mobile Network Operator

MPS
Multimedia Priority Service

MSGin5G
Message Service Within the 5G System
MVNO
Mobile Virtual Network Operator

NGMN
Next Generation Mobile Networks 
NPN
Non-Public Network
QoE
Quality of Experience

RSTP
Rapid Spanning Tree Protocol
SEES
Service Exposure and Enablement S 
URLLC
Ultra Reliable Low Latency Communication Support
SST
Slice/Service Type
TTFF
Time To First Fix
UAV
Unmanned Aerial Vehicle

UHD
Ultra High Definition

VR
Virtual Reality

 End of Change 1 
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5.1.2.2
Legacy service support
In principle, the 5G system shall support all EPS capabilities (e.g. from TSs 22.011, 22.101, 22.278, 22.185, 22.071, 22.115, 22.153, 22.173, 22.468). However,
-
voice service continuity from NG-RAN to GERAN shall not be supported,
-
voice service continuity from NG-RAN to UTRAN CS should be supported (see Note),

-
voice service continuity from GERAN to NG-RAN shall not be supported,

-
voice service continuity from UTRAN to NG-RAN shall not be supported,

-
CS fallback from NG-RAN to GERAN shall not be supported,

-
CS fallback from NG-RAN to UTRAN shall not be supported,
-
seamless handover between NG-RAN and GERAN shall not be supported,

-
seamless handover between NG-RAN and UTRAN shall not be supported, 

-
access to a 5G core network via GERAN or UTRAN shall not be supported,
-
video service continuity between 5GS and UMTS shall not be supported,

-
IP address preservation for PS service when UE moves between 5GS and GSM/UMTS shall not be supported, and
-
Service continuity between 5GS and CDMA2000 shall not be supported.

NOTE:
Architectural or protocol changes needed to support voice service continuity from NG-RAN to UTRAN CS are expected to have minimum impact on architecture, specifications, or the development of the 5G New Core and New Radio.

 End of Change 2 
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6.4.1
Description

5G introduces the opportunity to design a system to be optimized for supporting diverse UEs and services. While support for IoT is provided by EPS, there is room for improvement in efficient resource utilization that can be designed into a 5G system whereas they are not easily retrofitted into an existing system. Some of the underlying principles of the potential service and network operation requirements associated with efficient configuration, deployment, and use of UEs in the 5G network include bulk provisioning, resource efficient access, optimization for UE originated data transfer, and efficiencies based on the reduced needs related to mobility management for stationary UEs and UEs with restricted range of movement.

As sensors and monitoring UEs are deployed more extensively, the need to support UEs that send data packages ranging in size from a small status update in a few bits to streaming video increases. A similar need exists for smart phones with widely varying amounts of data. Specifically, to support short data bursts, the network should be able to operate in a mode where there is no need for a lengthy and high overhead signalling procedure before and after small amounts of data are sent. The system will, as a result, avoid both a negative impact to battery life for the UE and wasting signalling resources.
For small form factor UEs it will be challenging to have more than 1 antenna due to the inability to get good isolation between multiple antennas. Thus, these UEs need to meet the expected performance in a 5G network with only one antenna.

Cloud applications like cloud robotics perform computation in the network rather than in a UE, which requires the system to have high data rate in the uplink and very low round trip latency. Supposed that high density cloud robotics will be deployed in the future, the 5G system need to optimize the resource efficiency for such scenario.
Additional resource efficiencies will contribute to meeting the various KPIs defined for 5G. Control plane resource efficiencies can be achieved by optimizing and minimizing signalling overhead, particularly for small data transmissions. Mechanisms for minimizing user plane resources utilization include in-network caching and application in a Service Hosting Environment closer to the end user. These optimization efforts contribute to achieving lower latency and higher reliability.

Diverse mobility management related resource efficiencies are covered in clause 6.2.

Security related resource efficiencies are covered in clause 8.8.

 End of Change 3 
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6.6.2
Requirements

The 5G system shall enable efficient delivery of content from a content caching application under the control of the operator (e.g. a cache located close to the UE).

The 5G system shall support a content caching application in a UE under the control of the operator.

The 5G system shall support configurations of content caching applications in the network (e.g. access network, core network), that provide content close to the UE.

Based on operator policy, the 5G system shall support an efficient mechanism for selection of a content caching application (e.g. minimize utilization of radio, backhaul resources and/or application resource) for delivery of the cached content to the UE.

The 5G system shall support a mechanism for the operator to manage content distribution across content caching applications.

The 5G system shall support delivery of cached content from a content caching application via the broadcast/multicast service.
For a 5G system with satellite access, the following requirement applies.
-
A 5G system with satellite access shall be able to optimise the delivery of content from a content caching application by taking advantage of satellites in supporting ubiquitous service, as well as broadcasting/multicasting on very large to global coverages.
6.7

Priority, QoS, and policy control
6.7.1

Description
The 5G network will support many commercial services (e.g. medical) and regional or national regulatory services (e.g. MPS, Emergency, Public Safety) with requirements for priority treatment. Some of these services share common QoS characteristics such as latency and packet loss rate but may have different priority requirements. For example, UAV control and air traffic control may have stringent latency and reliability requirements but not necessarily the same priority requirements. In addition, voice-based services for MPS and Emergency share common QoS characteristics as applicable for normal public voice communications yet may have different priority requirements. The 5G network will need to support mechanisms that enable the decoupling of the priority of a particular communication from the associated QoS characteristics such as latency and reliability to allow flexibility to support different priority services (that need to be configurable to meet operator needs, consistent with operator policies and corresponding national and regional regulatory policies).
The network needs to support flexible means to make priority decisions based on the state of the network (e.g. during disaster events and network congestion) recognizing that the priority needs may change during a crisis. The priority of any service may need to be different for a user of that service based on operational needs and regional or national regulations. Therefore, the 5G system should allow a flexible means to prioritise and enforce prioritisation among the services (e.g. MPS, Emergency, medical, Public Safety) and among the users of these services. The traffic prioritisation may be enforced by adjusting resource utilization or pre-empting lower priority traffic.
The network must offer a means to provide the required QoS (e.g. reliability, latency, and bandwidth) for a service and the ability to prioritize resources when necessary to meet the service requirements. Existing QoS and policy frameworks handle latency and improve reliability by traffic engineering. In order to support 5G service requirements, it is necessary for the 5G network to offer QoS and policy control for reliable communication with latency required for a service and enable the resource adaptations as necessary.
The network needs to allow multiple services to coexist, including multiple priority services (e.g. Emergency, MPS and MCS) and must provide means to prevent a single service from consuming or monopolizing all available network resources, or impacting the QoS (e.g. availability) of other services competing for resources on the same network under specific network conditions. For example, it is necessary to prevent certain services (e.g. citizen-to-authority Emergency) sessions from monopolizing all available resources during events such as disaster, emergency, and DDoS attacks from impacting the availability of other priority services such as MPS and MCS. 
Also, as 5G network is expected to operate in a heterogeneous environment with multiple access technologies, multiple types of UE, etc., it should support a harmonised QoS and policy framework that applies to multiple accesses.
Further, for QoS control in EPS only covers RAN and core network, but for 5G network E2E QoS (e.g. RAN, backhaul, core network, network to network interconnect) is needed to achieve the 5G user experience (e.g. ultra-low latency, ultra-high bandwidth).
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6.9
Connectivity models

6.9.1
Description
The UE (remote UE) can connect to the network directly (direct network connection), connect using another UE as a relay UE (indirect network connection), or connect using both direct and indirect connections. Relay UEs can be used in many different scenarios and verticals (inHome, SmartFarming, SmartFactories, Public Safety and others). In these cases, the use of relays UEs can be used to improve the energy efficiency and coverage of the system. 
 Remote UEs can be anything from simple wearables, such as sensors embedded in clothing, to a more sophisticated wearable UE monitoring biometrics. They can also be non-wearable UEs that communicate in a Personal Area Network such as a set of home appliances (e.g. smart thermostat and entry key), or the electronic UEs in an office setting (e.g. smart printers), or a smart flower pot that can be remotely activated to water the plant. 
When a remote UE is attempting to establish an indirect network connection, there might be several relay UEs that are available in proximity and supporting selection procedures of an appropriate relay UE among the available relay UEs is needed.
Indirect network connection covers the use of relay UEs for connecting a remote UE to the 3GPP network. There can be one or more relay UE(s) (more than one hop) between the network and the remote UE.

 End of Change 5 
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6.10.2
Requirements

The following set of requirements complement the requirements listed in 3GPP TS 22.101 [6], clause 29.
Based on operator policy, a 5G network shall provide suitable APIs to allow a trusted third-party to create, modify, and delete network slices used for the third-party.
Based on operator policy, the 5G network shall provide suitable APIs to allow a trusted third-party to monitor the network slice used for the third-party.
Based on operator policy, the 5G network shall provide suitable APIs to allow a trusted third-party to define and update the set of services and capabilities supported in a network slice used for the third-party.

Based on operator policy, the 5G network shall provide suitable APIs to allow a trusted third-party to configure the information which associates a UE to a network slice used for the third-party.

Based on operator policy, the 5G network shall provide suitable APIs to allow a trusted third-party to configure the information which associates a service to a network slice used for the third-party.

Based on operator policy, the 5G network shall provide suitable APIs to allow a trusted third-party to assign a UE to a network slice used for the third-party, to move a UE from one network slice used for the third-party to another network slice used for the third-party, and to remove a UE from a network slice used for the third-party based on subscription, UE capabilities, and services provided by the network slice.

The 3GPP network shall be able to provide suitable and secure means to enable an authorized third-party to provide the 3GPP network via encrypted connection with the expected communication behaviour of UE(s).

NOTE 1:
The expected communication behaviour is, for instance, the application servers a UE is allowed to communicate with, the time a UE is allowed to communicate, or the allowed geographic area of a UE.

The 3GPP network shall be able to provide suitable and secure means to enable an authorized third-party to provide via encrypted connection the 3GPP network with the actions expected from the 3GPP network when detecting behaviour that falls outside the expected communication behaviour.

NOTE 2:
Such actions can be, for instance, to terminate the UE's communication, to block the transferred data between the UE and the not allowed application.
The 5G network shall be able to provide secure means for providing communication scheduling information (i.e. the time period the UE(s) will use a communication service) to an NPN via encrypted connection. This communication scheduling information is used by the 5G network to perform network energy saving and network resource optimization.
The 5G network shall provide a mechanism to expose broadcasting capabilities to trusted third-party broadcasters' management systems.

Based on operator policy, a 5G network shall provide suitable APIs to allow a trusted third-party to manage this trusted third-party owned application(s) in the operator's Service Hosting Environment.
Based on operator policy, the 5G network shall provide suitable APIs to allow a third-party to monitor this trusted third-party owned application(s) in the operator's Service Hosting Environment.
Based on operator policy, the 5G network shall provide suitable APIs to allow a trusted third-party to scale a network slice used for the third-party, i.e. to adapt its capacity.
Based on operator policy, a 5G network shall provide suitable APIs to allow one type of traffic (from trusted third-party owned applications in the operator's Service Hosting Environment) to/from a UE to be offloaded to a Service Hosting Environment close to the UE's location. 
Based on operator policy, the 5G network shall provide suitable APIs to allow a trusted third-party application to request appropriate QoE from the network. 
Based on operator policy, the 5G network shall expose a suitable API to an authorized third-party to provide the information regarding the availability status of a geographic location that is associated with that third-party.

Based on operator policy, the 5G network shall expose a suitable API to allow an authorized third-party to monitor the resource utilisation of the network service (radio access point and the transport network (front, backhaul)) that are associated with the third-party.
Based on operator policy, the 5G network shall expose a suitable API to allow an authorized third-party to define and reconfigure the properties of the communication services offered to the third-party.
The 5G system shall support the means for disengagement (tear down) of communication services by an authorized third-party.

Based on operator policy, the 5G network shall expose a suitable API to provide the security logging information of UEs, for example, the active 3GPP security mechanisms (e.g. data privacy, authentication, integrity protection) to an authorized third-party.
Based on operator policy, the 5G system shall provide suitable means to allow a trusted and authorized third-party to consult security related logging information for the network slices dedicated to that third-party.
Based on operator policy, the 5G network shall be able to acknowledge within 100 ms a communication service request from an authorized third-party via a suitable API.
The 5G network shall provide suitable APIs to allow a trusted third-party to monitor the status (e.g. locations, lifecycle, registration status) of its own UEs.

NOTE 3: The number of UEs could be in the range from single digit to tens of thousands.

The 5G network shall provide suitable APIs to allow a trusted third-party to get the network status information of a private slice dedicated for the ' party, e.g. the network communication status between the slice and a specific UE.

The 5G system shall support APIs to allow the non-public network to be managed by the MNO third s Operations System.

The 5G system shall provide suitable APIs to allow third-party infrastructure (i.e. physical/virtual network entities at RAN/core level) to be used in a private slice. 
A 5G system shall provide suitable APIs to enable a third-party to manage its own non-public network and its private slice(s) in the PLMN in a combined manner.
The 5G system shall support suitable APIs to allow an MNO to offer automatic configuration services (for instance, interference management) to non-public networks deployed by third parties and connected to the MNO’s Operations System through standardized interfaces.
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6.11
Context-aware network

6.11.1
Description
A variety of sensors such as accelerometer, gyroscope, magnetometer, barometer, proximity sensor, and GPS can be integrated in a UE. Also, different applications running on the UE can have different communication needs (e.g. different traffic time). In addition, a UE can support different access technologies such as NR, E-UTRA, WLAN access technology, and fixed broadband access technology. The information gathered by sensors, the utilized access technologies, the application context, and the application traffic characteristics can provide useful information to the applications installed in the UE and can also help the 5G system utilize resources in an efficient and optimized way.

 End of Change 7 
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6.13.2
Requirements

The following set of requirements complement the requirements listed in 3GPP TS 22.146 [7], TS 22.246 [8] and TS 22.101 [6], clause 32.
The 5G system shall support operation of downlink only broadcast/multicast over a specific geographic area (e.g. a cell sector, a cell or a group of cells).
The 5G system shall support operation of a downlink only broadcast/multicast system over a wide geographic area in a spectrally efficient manner for stationary and mobile UEs.
The 5G system shall enable the operator to reserve 0% to 100% of radio resources of one or more radio carriers for the delivery of broadcast/multicast content.
The 5G network shall allow the UE to receive content via a broadcast/multicast radio carrier while a concurrent data session is ongoing over another radio carrier.
The 5G system shall be able to support broadcast/multicast of UHD streaming video (e.g. 4K/8K UHD).
NOTE 1:
Taking into account the bandwidth needs for different streaming video resolution.
The 5G network shall allow the operator to configure and broadcast multiple quality levels (i.e. video resolutions) of broadcast/multicast content for the same user service in a stand-alone 3GPP based broadcast/multicast system.

The 5G network shall support parallel transfer of multiple quality levels (i.e. video resolutions) of broadcast/multicast content for the same user service to the same UE, taking into account e.g. UE capability, radio characteristics, application information. 
The 5G system shall support parallel transfer of multiple multicast/broadcast user services to a UE.
The 5G system shall support a stand-alone multicast/broadcast network comprising of multiple cells with inter-site distances of up to 200 km. 
The 5G system shall support multicast/broadcast via a 5G satellite access network, or via a combination of a 5G satellite access network and other 5G access networks.
The 5G system shall be able to setup or modify a broadcast/multicast service area within [1s].

NOTE 2: For MCPTT related KPIs see 3GPP TS 22.179 [30], clause 6.15.

The 5G system shall be able to apply QoS, priority and pre-emption to a broadcast/multicast service area.

The 5G system shall support downlink parallel transfer of the same content, via broadcast/multicast and/or unicast, such that all receiver group members in a given area receive the media at the same time according to user perception. 

NOTE 3: In this context user perception refers to a difference in delay of typically less than 20 ms.

The 5G system shall support a mechanism to inform a media source of relevant changes in conditions in the system (e.g. capacity, failures).

The 5G system shall provide means for a media source to provide QoS requirement requests to the broadcast/multicast service.

The 5G system shall provide means for the broadcast/multicast service to inform the media source of the available QoS, including modification of available QoS characteristics and availability of the broadcast/multicast service.

The 5G system shall be able to support broadcast/multicast of voice, data and video group communication, allowing at least 800 concurrently operating groups per geographic area. 

NOTE 4: In this context "concurrently operating groups" means that the associated media streams are delivered concurrently.
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6.16.2
Requirements

In constrained circumstances (e.g. reduced power supply), the 5G system shall be able to support a minimal user experience (e.g. user experienced data rate of [100] kbit/s, E2E latency of 50 ms, lower availability of the network of 95%).
The 5G system shall support centralized automation and management of the network in order to reduce local management tasks.

The 5G system shall support a mechanism to reduce data transfer rate at the cell edge for very large coverage area (e.g. 100 kbit/s for more than 100 km cell coverage, 1 Mbit/s for 100 km cell coverage).
The 5G system shall be able to give priority to services (e.g. e-Health) when resources are limited.

6.17
Extreme long range coverage in low density areas

6.17.1
Description

A fully connected society is expected in the near future. The network access everywhere over long distances (e.g. at remote rural areas or at sea) including both humans and machines need to be supported.


 End of Change 9 


 Start of Change 10




 End of Change 10 


 Start of Change 11 


6.22.2.1
General

Based on operator policy, the 5G system shall be able to prevent UEs from accessing the network using relevant barring parameters that vary depending on Access Identity and Access Category. Access Identities are configured at the UE as listed in Table 6.22.2.2-1. Access Categories are defined by the combination of conditions related to UE and the type of access attempt as listed in Table 6.22.2.3-1. One or more Access Identities and only one Access Category are selected and tested for an access attempt.
The 5G network shall be able to broadcast barring control information (i.e. a list of barring parameters associated with an Access Identity and an Access Category) in one or more areas of the RAN.

The UE shall be able to determine whether or not a particular new access attempt is allowed based on barring parameters that the UE receives from the broadcast barring control information and the configuration in the UE.

In the case of multiple core networks sharing the same RAN, the RAN shall be able to apply access control for the different core networks individually.
The unified access control framework shall be applicable both to UEs accessing the 5G CN using E-UTRA and to UEs accessing the 5G CN using NR.
The unified access control framework shall be applicable to UEs in RRC Idle, RRC Inactive, and RRC Connected at the time of initiating a new access attempt (e.g. new session request).
NOTE 1:
"new session request" in RRC Connected refers to events, e.g. new MMTEL voice or video session, sending of SMS (SMS over IP, or SMS over NAS), sending of IMS registration related signalling, new PDU session establishment, existing PDU session modification, and service request to re-establish the user plane for an existing PDU session.
The 5G system shall support means by which the operator can define operator-defined Access Categories to be mutually exclusive.

NOTE 2:
Examples of criterion of operator-defined Access Categories are network slicing, application, and application server.

The unified access control framework shall be applicable to inbound roamers to a PLMN.

The serving PLMN should be able to provide the definition of operator-defined Access Categories to the UE.

 End of Change 11 
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6.22.2.3
Access categories

Table 6.22.2.3-1: Access Categories
	Access Category number
	Conditions related to UE
	Type of access attempt

	0
	All
	MO signalling resulting from paging

	1 (NOTE 1) 


	UE is configured for delay tolerant service and subject to access control for Access Category 1, which is judged based on relation of UE’s HPLMN and the selected PLMN.
	All except for Emergency, or MO exception data

	2
	All
	Emergency

	3
	All except for the conditions in Access Category 1.
	MO signalling on NAS level resulting from other than paging

	4
	All except for the conditions in Access Category 1.
	MMTEL voice (NOTE 3)

	5
	All except for the conditions in Access Category 1.
	MMTEL video

	6
	All except for the conditions in Access Category 1.
	SMS

	7
	All except for the conditions in Access Category 1.
	MO data that do not belong to any other Access Categories (NOTE 4)

	8
	All except for the conditions in Access Category 1
	MO signalling on RRC level resulting from other than paging

	9
	All except for the conditions in Access Category 1
	MO IMS registration related signalling (NOTE 5)

	10 (NOTE 6)
	All
	MO exception data 

	11-31
	
	Reserved standardized Access Categories

	32-63 (NOTE 2)
	All
	Based on operator classification

	NOTE 1:
The barring parameter for Access Category 1 is accompanied with information that define whether Access Category applies to UEs within one of the following categories:
a) UEs that are configured for delay tolerant service;
b) UEs that are configured for delay tolerant service and are neither in their HPLMN nor in a PLMN that is equivalent to it;
c) UEs that are configured for delay tolerant service and are neither in the PLMN listed as most preferred PLMN of the country where the UE is roaming in the operator-defined PLMN selector list on the SIM/USIM, nor in their HPLMN nor in a PLMN that is equivalent to their HPLMN.
When a UE is configured for EAB, the UE is also configured for delay tolerant service. In case a UE is configured both for EAB and for EAB override, when upper layer indicates to override Access Category 1, then Access Category 1 is not applicable.
NOTE 2:
When there are an Access Category based on operator classification and a standardized Access Category to both of which an access attempt can be categorized, and the standardized Access Category is neither 0 nor 2, the UE applies the Access Category based on operator classification. When there are an Access Category based on operator classification and a standardized Access Category to both of which an access attempt can be categorized, and the standardized Access Category is 0 or 2, the UE applies the standardized Access Category. 

NOTE 3:
Includes Real-Time Text (RTT).

NOTE 4:
Includes IMS Messaging. 
NOTE 5: 
Includes IMS registration related signalling, e.g. IMS initial registration, re-registration, and subscription refresh.
NOTE 6: 
Applies to access of a NB-IoT-capable UEto a NB-IOT cell connected to 5GC when the UE is authorized to send exception data.



Access Category 0 in Table 6.22.2.3-1 shall not be barred, irrespective of Access Identities.
NOTE:
The network can control the amount of access attempts relating to Access Category 0 by controlling whether to send paging or not.
6.23
QoS monitoring 

6.23.1
Description 

The QoS requirements specified for particular services such as URLLC services, vertical automation communication services, and V2X, mandate QoS guarantees from the network. However, the network may not be able to always guarantee the required QoS of the service. An example reason for this shortcoming is that the latency and/or packet error rate increase due to interference in a radio cell. In such cases, it is critical that the application and/or application server is notified in a timely manner. Hence, the 5G system should be able to support QoS monitoring/assurance for URLLC services, V2X and vertical automation.

For more information on QoS assurance see Annex F. 

Vertical automation systems are locally distributed and are typically served by wired and wireless communication networks of different types and with different characteristics. If the operation of the system or one of its sub-processes does not work properly, there is a need for quickly finding and eliminating the related error or fault in order to avoid significant operation and thus financial losses. To that end, automation devices and applications implement diagnosis and error-analysis algorithms, as well as predictive maintenance features.

Due to their inherent challenges, wireless communication systems are usually under suspicion in case an error occurs in a distributed automation application. Therefore, diagnosis and fault analysis features for 5G systems are required. The 5G system needs to provide sufficient monitoring information as input for such diagnosis features.

QoS monitoring can be used for the following activities: 

-
assessing and assuring the dependability of network operation;

-
assessing and assuring the dependability of the communication services;

-
excluding particular communication errors;

-
identifying communication errors;

-
analysing the location of an error including the geographic location of the involved network component (UE; front-haul component; core node);

-
activation of application-related countermeasures.

6.23.2
Requirements

The 5G system shall provide a mechanism for supporting real time E2E QoS monitoring within a system.

The 5G network shall provide an interface to an application for QoS monitoring (e.g. to initiate QoS monitoring, request QoS parameters, events, logging information).

The 5G system shall be able to provide real time QoS parameters and events information to an authorized application / network entity. 

NOTE:
The QoS parameters to be monitored and reported can include latency (e.g. UL/DL or round trip), jitter, packet loss rate.

The 5G system shall be able to log the history of the communication events. This includes for examples parts of the SLA that are not met, timestamp of the events, and event position (e.g. UEs and radio access points associated with the events).

The 5G system shall support different levels of granularity for QoS monitoring (e.g. per flow or set of flows).

The 5G system shall be able to provide event notification upon detecting error that the negotiated QoS level cannot be met/guaranteed.

The 5G system shall be able to provide information that identifies the type and the location of a communication error (e.g. cell ID).

The 5G system shall be able to provide notification of communication events to authorized entities per pre-defined patterns (e.g. every time the bandwidth drops below a pre-defined threshold for QoS parameters the authorized entity is notified, and the event is logged).
The 5G system shall be able to respond to a request from an authorized entity to provide real-time QoS monitoring information within a specified time after receiving the request (e.g. within 5s).
The 5G system shall support an update/ refresh rate for real time QoS monitoring within a specified time (e.g. at least 1 per second).

The 5G system shall be able to provide statistical information of service parameters and error types while a communication service is in operation.
The 5G system shall provide information on the current availability of a specific communication service in a particular area (e.g. cell ID) upon request of an authorized entity.

6.24
Ethernet transport services

6.24.1
Description

This clause includes common, fundamental Ethernet transport requirements, and any requirements necessary to support a 5G LAN-type service. The requirements applicable to the 5G system for supporting cyber-physical applications using Ethernet are described in 3GPP TS 22.104 [21].

6.24.2
Requirements

The 3GPP system shall be able to support an Ethernet transport service.

The 5G network shall support the routing of non-IP packet (e.g. Ethernet frame) efficiently for private communication between UEs within a 5G LAN-type service.

The 5G network shall be able to provide the required QoS (e.g. reliability, latency, and bandwidth) for non-IP packet (e.g. Ethernet frame) for private communication between UEs within a 5G LAN-type service.

The Ethernet transport service shall support routing based on information extracted from Virtual LAN (VLAN) ID by the 3GPP system.

The Ethernet transport service shall support the transport of Ethernet frames between UEs that Ethernet devices are connected to. 

The Ethernet transport service shall support the transport of Ethernet frames between a UE that an Ethernet device is connected to and an Ethernet network in DN (Data Network).
NOTE:
If more than one Ethernet devices need to be connected to a UE, they can be connected using an Ethernet switch between the devices and the UE. 

The Ethernet transport service shall support the transport of Ethernet broadcast frames.

The Ethernet transport service shall support traffic filtering and prioritization based on source and destination MAC addresses.

The Ethernet transport service shall support traffic filtering and prioritization based on Ethertype (including multiple Ethertypes in double tagging).
The Ethernet transport service shall support traffic filtering and prioritization based on 802.1Q VLAN tags (including double tagging). 
The Ethernet transport service shall support routing based on information extracted by the 3GPP system from the Bridge Protocol Data Units created in the Ethernet network based on a Spanning Tree Protocol (e.g. RSTP).
6.25
Non-public networks

6.25.1 
Description

Non-public networks are intended for the sole use of a private entity such as an enterprise, and may be deployed in a variety of configurations, utilising both virtual and physical elements. Specifically, they may be deployed as completely standalone networks, they may be hosted by a PLMN, or they may be offered as a slice of a PLMN.

In any of these deployment options, it is expected that unauthorized UEs, those that are not associated with the enterprise, will not attempt to access the non-public network, which could result in resources being used to reject that UE and thereby not be available for the UEs of the enterprise. It is also expected that UEs of the enterprise will not attempt to access a network they are not authorized to access. For example, some enterprise UEs may be restricted to only access the non-public network of the enterprise, even if PLMN coverage is available in the same geographic area. Other enterprise UEs may be able to access both a non-public network and a PLMN where specifically allowed.

6.25.2 
Requirements

The 5G system shall support non-public networks.

The 5G system shall support non-public networks that provide coverage within a specific geographic area.

The 5G system shall support both physical and virtual non-public networks. 

The 5G system shall support standalone operation of a non-public network, i.e. a non-public network may be able to operate without dependency on a PLMN.
Subject to an agreement between the operators and service providers, operator policies and the regional or national regulatory requirements, the 5G system shall support for non-public network subscribers:

- access to subscribed PLMN services via the non-public network;

- seamless service continuity for subscribed PLMN services between a non-public network and a PLMN;

- access to selected non-public network services via a PLMN;

- seamless service continuity for non-public network services between a non-public network and a PLMN.

Subject to regional or national regulatory requirements for emergency services, 5G system shall be able to support IMS emergency services for non-public networks.
A non-public network subscriber to access a PLMN service shall have a service subscription using 3GPP identifiers and credentials provided or accepted by a PLMN.

The 5G system shall support a mechanism for a UE to identify and select a non-public network.

NOTE:
Different network selection mechanisms may be used for physical vs virtual non-public networks.

The 5G system shall support identifiers for a large number of non-public networks to minimize collision likelihood between assigned identifiers.
The 5G system shall support a mechanism to prevent a UE with a subscription to a non-public network from automatically selecting and attaching to a PLMN or non-public network it is not authorized to select.

The 5G system shall support a mechanism to prevent a UE with a subscription to a PLMN from automatically selecting and attaching to a non-public network it is not authorized to select. 
The 5G system shall support a mechanism for a PLMN to control whether a user of a UE can manually select a non-public network hosted by this PLMN that the UE is not authorized to select automatically.
The 5G system shall support a change of host of a non-public network from one PLMN to another PLMN without changing the network selection information stored in the UEs of the non-public network.
The 5G system shall enable an NPN to support multiple third-party service providers.

In the event of a loss of communication between RAN and core network, the 5G system shall be able to provide capability to securely re-connect an NPN network function within a short period of time (< 1s).
6.26
5G LAN-type service
6.26.1
Description
5G expands the scope and reach of 3GPP-defined technologies. There are multiple market segments in the realm of residential, office, enterprise and factory, where 5G will need to provide services with similar functionalities to Local Area Networks (LANs) and VPN’s but improved with 5G capabilities (e.g. high performance, long distance access, mobility and security).

6.26.2
Requirements

6.26.2.1
General

The 5G system shall support 5G LAN-type service in a shared RAN configuration. 

The 5G system shall support 5G LAN-type service over a wide area mobile network.
The 5G network shall support service continuity for 5G LAN-type service, i.e. the private communication between UEs shall not be interrupted when one or more UEs of the private communication move within the same network that provides the 5G LAN-type service.
The 5G system shall support use of unlicensed as well as licensed spectrum for 5G LAN-type services.
The 5G system shall enable the network operator to provide the same 5G LAN-type service to any 5G UE, regardless of whether it is connected via public base stations, indoor small base stations connected via fixed access, or via relay UEs connected to either of these two types of base stations.
6.26.2.2
5G LAN-virtual network (5G LAN-VN)
A UE shall be able to select a 5G LAN-VN, that the UE is a member of, for private communication. 
A 5G system shall support 5G LAN-VNs with member UEs numbering between a few to tens of thousands.

The 5G LAN-VN shall support member UEs that are subscribed to different PLMNs, e.g. a 5G LAN-VN may span multiple countries and have member UEs that have a subscription to a PLMN in their home country.
The 5G system shall support on-demand establishment of UE to UE, multicast, and broadcast private communication between members UEs of the same 5G LAN-VN. Multiple types of data communication shall be supported, at least IP and Ethernet.

The 5G network shall ensure that only member UEs of the same 5G LAN-VN are able to establish or maintain private communications among each other using 5G LAN-type service.
The 5G system shall allow member UEs of a 5G LAN-VN to join an authorized multicast session over that 5G LAN-VN. 
The 5G system shall be able to restrict private communications within a 5G LAN-VN based on UE’s location (i.e. when the UE moves out of the area it can no longer communicate on the 5G LAN-VN).
The 5G network shall enable member UEs of a 5G LAN-VN to use multicast/broadcast over a 5G LAN-type service to communicate with required latency (e.g. 180 ms).
The 5G system shall support a mechanism to provide consistent QoE to all the member UEs of the same 5G LAN-VN.
The 5G system shall support routing based on a private addressing scheme within the 5G LAN-VN.

 End of Change 12 
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6.26.2.7
(void)

 End of Change 13 
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6.27.2
Requirements
The 5G system shall provide 5G positioning services in compliance with regulatory requirements.

NOTE 1: 
example of regulatory requirements encompasses requirements on emergency calls (e.g. e911), reliability and safety requirement (RAMS) applicable to some use cases and verticals, implementation of Priority, Precedence, Preemption (PPP) mechanisms to ensure sufficient reliability metrics are reached.

The 5G system shall provide different 5G positioning services, supported by different single and hybrid positioning methods to supply absolute and relative positioning.
NOTE 2: 
hybrid positioning methods include both the combination of 3GPP positioning technologies and the combination of 3GPP positioning technologies with non-3GPP positioning technologies such as, GNSS (e.g. Beidou, Galileo, GPS, Glonass), Network-based Assisted GNSS and High-Accuracy GNSS, Terrestrial Beacon Systems, dead-reckoning sensors (e.g. IMU, barometer), WLAN/Bluetooth-based positioning.
The 5G system shall enable an MCX UE to use the 5G positioning services to determine its position with the associated uncertainty/confidence of the position, on request, triggered by an event or periodically.

The 5G System shall be able to provide the 5G positioning services in case of roaming.
The 5G system shall support mechanisms to determine the UE’s position-related data for period when the UE is outside the coverage of 3GPP RAT-dependent positioning technologies but within the 5G positioning service area (e.g. within the coverage of satellite access).
The 5G system shall be able to make the position-related data available to an application or to an application server existing within the PLMN, external to the PLMN, or in the User Equipment. 

NOTE 3: 
the position service latency can be tailored to the use cases.

The 5G system shall be able to manage and log position-related data in compliance with applicable traceability, authentication and security regulatory requirements.
The 5G system shall be able to request the UE to provide its position-related-data on request, triggered by an event or periodically and to request the UE to stop providing its position-related data periodically.

NOTE 4: 
This requirement does not preclude whether the position is computed in the UE or elsewhere in the 5G System (e.g. core network).

The 5G system shall support mechanisms to configure dynamically the update rate of the position-related data to fulfil different performances (e.g. power consumption, position service latency) or different location modes.

NOTE 5: 
for example, the 5G System needs to be able to request the UE to provide its location periodically with an update rate ranging from one location every [1 s to 10 s] in location normal mode to one location every [30 s to 300 s, or more] in location power saving mode. The 5G System needs to allow UEs to sleep for extended periods (e.g. one week), without requiring the UE to update its position data.

The 5G system shall allow the UE to trigger a different update rate of the position-related data based on whether the UE is moving or not.

The 5G system shall be able to determine the position-related data of the 5G positioning services with any update rate ranging from one set of position-related data every 0,1 s to one set of position-related data every month.
NOTE 6: 
the position service latency can be tailored to the use cases.
The 5G System shall be able to negotiate the positioning methods according to the operator's policy or the application’s requirements or the user's preferences and shall support mechanisms to allow the network or the UE to trigger this negotiation.

The 5G system shall supply a method for the operator to configure and manage different positioning services for different users.
The 5G system shall be able to determine the reliability, and the uncertainty or confidence level, of the position-related data.
The 5G system shall be able to access to the positioning methods used for calculating the position-related data and to the associated uncertainty/confidence indicators.

 End of Change 14 
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6.34.1
Description

The 5G system is expected to meet the service requirements for critical medical applications where critical medical applications denote medical devices and applications involved in the delivery of care for patient’s survival. Additionally, as the medical industry undergoes a shift to value-based healthcare, where companies and healthcare providers have to move to business models based on providing clinical value with cost efficiency, the 5G system can help to adopt new and more efficient care delivery models in order to reduce administrative and supply costs.
On this matter, 5G technology can especially have an important impact by:

-
enabling superior monitoring capability means thus improving the effectiveness of preventive care,

-
enabling shifting care location from hospitals to homes and other lower cost facilities,

-
improving operating room planning, enabling streamlining equipment usage and simplifying operating theater implementation,
-
Enhancing cooperation in critical situations between ambulance and hospital staff.


 End of Change 15 
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Table 7.1-1 Performance requirements for high data rate and traffic density scenarios.

	
	Scenario
	Experienced data rate (DL)
	Experienced data rate (UL)
	Area traffic capacity

(DL)
	Area traffic capacity

(UL)
	Overall user density 
	Activity factor
	UE speed
	Coverage

	1
	Urban macro
	50 Mbit/s
	25 Mbit/s
	100 Gbit/s/km2

(note 4)
	50 Gbit/s/km2
(note 4)
	10 000/km2
	20 %
	Pedestrians and users in vehicles (up to 120 km/h
	Full network (note 1)

	2
	Rural macro
	50 Mbit/s
	25 Mbit/s
	1 Gbit/s/km2
(note 4)
	500 Mbit/s/km2
(note 4)
	100/km2
	20 %
	Pedestrians and users in vehicles (up to 120 km/h
	Full network (note 1)

	3
	Indoor hotspot
	1 Gbit/s
	500 Mbit/s
	15 Tbit/s/km2
	2 Tbit/s/km2
	250 000/km2
	note 2
	Pedestrians
	Office and residential (note 2) (note 3)

	4
	Broadband access in a crowd
	25 Mbit/s
	50 Mbit/s
	[3,75] Tbit/s/km2
	[7,5] Tbit/s/km2
	[500 000]/km2
	30 %
	Pedestrians
	Confined area

	5
	Dense urban
	300 Mbit/s
	50 Mbit/s
	750 Gbit/s/km2
(note 4)
	125 Gbit/s/km2
(note 4)
	25 000/km2
	10 %
	Pedestrians and users in vehicles (up to 60 km/h)
	Downtown (note 1)

	6
	Broadcast-like services
	Maximum 200 Mbit/s (per TV channel)
	N/A or modest (e.g. 500 kbit/s per user)
	N/A
	N/A
	[15] TV channels of [20 Mbit/s] on one carrier
	N/A
	Stationary users, pedestrians and users in vehicles (up to 500 km/h)
	Full network (note 1)

	7
	High-speed train
	50 Mbit/s
	25 Mbit/s
	15 Gbit/s/train
	7,5 Gbit/s/train
	1 000/train
	30 %
	Users in trains (up to 500 km/h)
	Along railways

(note 1)

	8
	High-speed vehicle
	50 Mbit/s
	25 Mbit/s
	[100] Gbit/s/km2
	[50] Gbit/s/km2
	4 000/km2
	50 %
	Users in vehicles (up to 250 km/h)
	Along roads

(note 1)

	9
	Airplane connectivity
	15 Mbit/s
	7,5 Mbit/s
	1,2 Gbit/s/plane
	600 Mbit/s/plane
	400/plane
	20 %
	Users in airplanes (up to 1 000 km/h)
	(note 1)

	NOTE 1: 
For users in vehicles, the UE can be connected to the network directly, or via an on-board moving base station.

NOTE 2:

A certain traffic mix is assumed; only some users use services that require the highest data rates [2].

NOTE 3: 
For interactive audio and video services, for example, virtual meetings, the required two-way end-to-end latency (UL and DL) is 2‑4 ms while the corresponding experienced data rate needs to be up to 8K 3D video [300 Mbit/s] in uplink and downlink.

NOTE 4: 
These values are derived based on overall user density. Detailed information can be found in [10].
NOTE 5: 
All the values in this table are targeted values and not strict requirements.
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7.2.3.1
(void)

 End of Change 17 
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7.3
High-accuracy positioning
7.3.1
Description

Adaptability and flexibility are among the key features of the 5G system to serve a wide diversity of verticals and services, in different environments (e.g. rural, urban, indoor). This applies to high-accuracy positioning and translates into the ability to satisfy different levels of services and requirements, for instance on performance (e.g. accuracy, positioning service availability, positioning service latency) and on functionality (e.g. security).

 End of Change 18 
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7.3.2.2
Requirements for horizontal and vertical positioning service levels

The 5G system shall be able to provide positioning services with the performances requirements reported in Table 7.3.2.2-1.

NOTE: 
The requirements do not preclude any type of UE, including specific UE such as for example V2X, MTC.
Table 7.3.2.2-1 Performance requirements for Horizontal and Vertical positioning service levels

	Positioning service level
	Absolute(A) or Relative(R) positioning
	Accuracy 

(95 % confidence level)
	Positioning service availability
	Positioning service latency 
	Coverage, environment of use and UE velocity 

	
	
	Horizontal Accuracy 


	Vertical Accuracy

(note 1)
	
	
	5G positioning  service area
	5G enhanced positioning service area
(note 2)

	
	
	
	
	
	
	
	Outdoor and tunnels
	Indoor

	1
	A
	10 m
	3 m
	95 %
	1 s
	Indoor - up to 30 km/h
Outdoor 

(rural and urban) up to 250 km/h


	NA
	Indoor - up to 30 km/h

	2
	A
	3 m
	3 m
	99 %
	1 s
	Outdoor 

(rural and urban) up to 500 km/h for trains and up to 250 km/h for other vehicles
	Outdoor 

(dense urban) up to 60 km/h

Along roads up to 250 km/h and along railways up to 500 km/h
	Indoor - up to 30 km/h

	3
	A
	1 m
	2 m
	99 %
	1 s
	Outdoor 

(rural and urban) up to 500 km/h for trains and up to 250 km/h for other vehicles
	Outdoor 

(dense urban) up to 60 km/h

Along roads up to 250 km/h and along railways up to 500 km/h
	Indoor - up to 30 km/h

	4
	A
	1 m
	2 m
	99,9 %
	15 ms
	NA
	NA
	Indoor - up to 30 km/h

	5
	A
	0,3 m
	2 m
	99 %
	1 s
	Outdoor 

(rural) up to 250 km/h
	Outdoor 

(dense urban) up to 60 km/h

Along roads and along railways up to 250 km/h
	Indoor - up to 30 km/h

	6
	A
	0,3 m
	2 m
	99,9 %
	10 ms
	NA
	Outdoor 

(dense urban) up to 60 km/h
	Indoor - up to 30 km/h

	7
	R
	0,2 m
	0,2 m
	99 %
	1 s
	Indoor and outdoor (rural, urban, dense urban) up to 30 km/h

Relative positioning is between two UEs within 10 m of each other or between one UE and 5G positioning nodes within 10 m of each other (note 3)

	NOTE 1:
The objective for the vertical positioning requirement is to determine the floor for indoor use cases and to distinguish between superposed tracks for road and rail use cases (e.g. bridges).
NOTE 2: 
Indoor includes location inside buildings such as offices, hospital, industrial buildings. 
NOTE 3:
5G positioning nodes are infrastructure equipment deployed in the service area to enhance positioning capabilities (e.g. beacons deployed on the perimeter of a rendezvous area or on the side of a warehouse).
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7.4
KPIs for a 5G system with satellite access

7.4.1
Description

Satellite access networks are based on infrastructures integrated on a minimum of satellites that can be placed in either GEO, MEO or LEO.

The propagation delay associated with these orbit ranges, for the UE to the satellite path, can be summarized in the following table:

Table 7.4.1-1: UE to satellite propagation delay
	
	UE to satellite Delay [ms]
	One-Way Max propagation delay [ms]

	
	Min
	Max
	

	LEO
	3
	15
	30

	MEO
	27
	43
	90

	GEO
	120
	140
	280


7.4.2
Requirements

A 5G system providing service with satellite access shall be able to support GEO based satellite access with up to 285 ms end-to-end latency.

NOTE 1:
 5 ms network latency is assumed and added to satellite one-way delay.

A 5G system providing service with satellite access shall be able to support MEO based satellite access with up to 95 ms end-to-end latency.

NOTE 2:
 5 ms network latency is assumed and added to satellite one-way delay.

A 5G system providing service with satellite access shall be able to support LEO based satellite access with up to 35 ms end-to-end latency.
NOTE 3:
 5 ms network latency is assumed and added to satellite one-way delay.

A 5G system shall support negotiation on quality of service taking into account latency penalty to optimise the QoE for UE.

The 5G system with satellite access shall support high uplink data rates for 5G satellite UEs.

The 5G system with satellite access shall support high downlink data rates for 5G satellite UEs.

The 5G system with satellite access shall support communication service availabilities of at least 99,99%.

Table 7.4.2-1: Performance requirements for satellite access
	Scenario
	Experienced data rate (DL)
	Experienced data rate (UL)
	Area traffic capacity

(DL) 

(note 1)
	Area traffic capacity

(UL) 

(note 1)
	Overall user density 
	Activity factor
	UE speed
	UE type

	Pedestrian

(note 2)
	[1] Mbit/s
	[100] kbit/s
	1,5 Mbit/s/km2
	150 kbit/s/km2
	[100]/km2
	[1,5] %
	Pedestrian
	Handheld

	Public safety
	[3,5] Mbit/ss
	[3,5] Mbit/s
	TBD
	TBD
	TBD
	N/A
	100 km/h
	Handheld

	Vehicular connectivity

(note 3)
	50 Mbit/s
	25 Mbit/s
	TBD
	TBD
	TBD


	50 %
	Up to 250 km/h
	Vehicle mounted

	Airplanes connectivity

(note 4)
	360 Mbit/s/ plane
	180 Mbit/s/ plane
	TBD
	TBD
	TBD
	N/A
	Up to 1000 km/h
	Airplane mounted

	Stationary


	50 Mbit/s
	25 Mbit/s
	TBD
	TBD
	TBD
	N/A
	Stationary
	Building mounted

	Narrowband IoT connectivity
	[2] kbit/s
	[10] kbit/s
	8 kbit/s/km2
	40 kbit/s/km2
	[400]/km2
	[1] %
	[Up to 100 km/h]
	IoT

	Note 1: Area capacity is averaged over a satellite beam.

Note 2: Data rates based on Extreme long-range coverage target values in clause 6.17.2. User density based on rural area in Table 7.1-1.

Note 3: Based on Table 7.1-1

Note 4: Based on an assumption of 120 users per plane 15/7.5 Mbit/s data rate and 20 % activity factor per user

Note 5: All the values in this table are targeted values and not strict requirements. 

Note 6: Performance requirements for all the values in this table should be analyzed independently for each scenario. 


7.5
High-availability IoT traffic

7.5.1
Description

Several scenarios require the support of highly reliable machine type communication such as those, typically (but not restricted to) related to medical monitoring. They involve different deployment areas, different device speeds and densities and require a high-availability communication service to transfer a low data rate uplink data stream from one or several devices to an application.

Their related performance requirements can be found in table 7.5-2-1. 

7.5.2
Requirements

Table 7.5.2‑1: Performance requirements for highly reliable machine type communication

	Profile
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability (Mean Time Between Failure)
	End-to-end latency: maximum
	Bit rate
	Direction
	Message

Size

[byte]
	Transfer Interval
	Survival Time
	UE speed

(km/h)
	# of UEs

connection
	Service Area



	Medical monitoring (note 2)
	> 99,9999
	<1 year (>> 1 month)
	< 100 ms
	< 1 Mbit/s
	Uplink
	~ 1000
	50 ms
	Transfer Interval
	< 500
	10/km2 to 1000/km2 
	Country wide including rural areas and deep indoor. (note 1)

	NOTE 1: “deep indoor” term is meant to be places like e.g. elevators, building’s basement, underground parking lot, …

NOTE 2: These performance requirements aim energy-efficient transmissions performed using a device powered with a 3.3V battery of capacity < 1000 mAh that can last at least 1 month without recharging and whereby the peak current for transmit operations stays below 50 mA.


7.6
High data rate and low latency

7.6.1
AR/VR
Audio-visual interaction is characterised by a human being interacting with the environment or people, or controlling a UE, and relying on audio-visual feedback. In the use cases like VR and interactive conversation the latency requirements include the latencies at the application layer (e.g. codecs), which could be specified outside of 3GPP.
To support VR environments with low motion-to-photon capabilities, the 5G system shall support:

-
motion-to-photon latency in the range of 7 ms to 15ms while maintaining the required resolution of up to 8k giving user data rate of up to [1Gbit/s] and

-
motion-to-sound delay of [< 20 ms].

NOTE: 
The motion-to-photon latency is defined as the latency between the physical movement of a user's head and the updated picture in the VR headset. The motion-to-sound latency is the latency between the physical movement of a user's head and updated sound waves from a head mounted speaker reaching their ears.
To support interactive task completion during voice conversation, the 5G system shall support low-delay speech coding for interactive conversational services (100 ms, one-way mouth-to-ear).

Due to the separate handling of the audio and video component, the 5G system will have to cater for the VR audio-video synchronisation in order to avoid having a negative impact on the user experience (i.e. viewers detecting lack of synchronization). To support VR environments the 5G system shall support audio-video synchronisation thresholds:

· in the range of [125 ms to 5 ms] for audio delayed and

-
in the range of [45 ms to 5 ms] for audio advanced. 
When it comes to implementation of applications containing AR/VR components, the requirements on the 5G network could depend on architectural choices implementing these services. Note 3 in table 7.1-1 above gives an example on such dependences for a VR application in a 5G system. Table 7.6.1-1 below illustrates additional use cases and provides more corresponding requirements on the 5G system. 
· Cloud/Edge/Split Rendering - Cloud/Edge/Split Rendering is characterised by the transition and exchange of the rendering data between the rendering server and device.
· Gaming or Training Data Exchanging – This use case is characterised by the exchange of the gaming or training service data between two 5G connected AR/VR devices.
· Consume VR content via tethered VR headset – This use case involves a tethered VR headset receiving VR content via a connected UE; this approach alleviates some of the computation complexity required at the VR headset, by allowing some or all decoding functionality to run locally at the connected UE. The requirements in the table below refer to the direct wireless link between the tethered VR headset and the corresponding connected UE.
Table 7.6.1-1 KPI Table for additional high data rate and low latency service
	Use Cases
	Characteristic parameter (KPI)
	Influence quantity

	
	Max allowed end-to-end latency
	Service bit rate: user-experienced data rate
	Reliability
	# of UEs


	UE Speed
	Service Area

(note 2)

	Cloud/Edge/Split Rendering

(note 1)
	5 ms (i.e. UL+DL between UE and the interface to data network) (note 4) 
	0,1 to [1] Gbit/s supporting visual content (e.g. VR based or high definition video) with 4K, 8K resolution and up to120 frames per second content.
	99,99 % in uplink and 99,9 % in downlink (note 4)
	-
	Stationary or Pedestrian
	Countrywide

	Gaming or Interactive Data Exchanging 

(note 3)
	10ms (note 4)
	0,1 to [1] Gbit/s supporting visual content (e.g. VR based or high definition video) with 4K, 8K resolution and up to120 frames per second content.
	99,99 % (note 4)
	≤ [10]
	Stationary or Pedestrian
	20 m x 10 m; in one vehicle (up to 120 km/h) and in one train (up to 500 km/h)

	Consumption of VR content via tethered VR headset 

(note 6)


	[5 to 10] ms

(note 5)


	 0,1 to [10] Gbit/s 
(note 5)


	[99,99 %]
	-
	Stationary or Pedestrian
	-

	NOTE 1:
Unless otherwise specified, all communication via wireless link is between UEs and network node (UE to network node and/or network node to UE) rather than direct wireless links (UE to UE).

NOTE 2:
Length x width (x height).

NOTE 3:
Communication includes direct wireless links (UE to UE). 
NOTE 4: Latency and reliability KPIs can vary based on specific use case/architecture, e.g. for cloud/edge/split rendering, and may be represented by a range of values.
NOTE 5: The decoding capability in the VR headset and the encoding/decoding complexity/time of the stream will set the required bit rate and latency over the direct wireless link between the tethered VR headset and its connected UE, bit rate from 100 Mbit/s to [10] Gbit/s and latency from 5 ms to 10 ms. 

NOTE 6: The performance requirement is valid for the direct wireless link between the tethered VR headset and its connected UE.


7.7
KPIs for UE to network relaying in 5G system

In several scenarios, it can be beneficial to relay communication between one UE and the network via one or more other UEs. The functional requirements related to relaying can be found in clause 6.9.2. Performance requirements for relaying in different scenarios can be found in table 7.7-1.

Table 7.7-1: Key Performance for UE to network relaying
	Scenario
	Max. data rate (DL)
	Max. data rate (UL)
	End-to-end latency

(note 7)
	Area traffic capacity

(DL)
	Area traffic capacity

(UL)
	Area user density 
	Area
	Range of a single hop

(note 8)
	Estimated number of hops 

	InHome Scenario

(note 1)
	1 Gbit/s
	500 Mbit/s
	10 ms
	5 Gbit/s/ home
	2 Gbit/s /home
	50 devices /house
	10 m x 10m – 3 floors 
	10 m indoor
	2 to 3

	Factory Sensors

(note 2)
	100 kbit/s
	5 Mbit/s
	50 ms to 1 s
	1 Gbit/s /factory
	50 Gbit/s /factory
	10000 devices /factory
	100m x 10 0m
	30 m indoor / metallic
	2 to 3

	Smart Metering

(note 3)
	100 bytes / 15 mins
	100 bytes / 15 mins
	10 s
	200 x 100 bytes / 15 mins /hectare
	200 x 100 bytes / 15 mins /hectare
	200 devices /hectare
	100 m x 100 m
	> 100 m indoor / deep indoor
	2 to 5

	Containers

(note 4)
	100 bytes / 15 mins
	100 bytes / 15 mins
	10 s
	15000 x 100 bytes / 15 mins /ship
	15000 x 100 bytes / 15 mins /ship
	15000 containers /ship
	400 m x 60 m x 40 m
	> 100 m indoor / outdoor / metallic
	3 to 9

	Freight Wagons
	100 bytes / 15 mins
	100 bytes / 15 mins
	10 s
	200 x 100 bytes / 15 mins /train
	200 x 100 bytes / 15 mins /train
	120 wagons /train
	1 km
	> 100 m outdoor / tunnel
	10 to 15

	Public Safety

(note 5)
	12 Mbit/s
	12 Mbit/s
	30 ms
	20 Mbit/s /building
	40 Mbit/s /building
	30

devices

/building
	100 m x 100 m – 3 floors
	> 50 m indoor (floor or stairwell)
	2 to 4

	Wearables

(note 6)
	10 Mbit/s
	10 Mbit/s
	10 ms
	20 Mbit/s per 100 m2
	20 Mbit/s per 100 m2
	10 wearables per 100 m2
	10 m x 10 m
	10 m indoor / outdoor
	1 to 2

	NOTE 1:
Area traffic capacity is determined by high bandwidth consuming devices (e.g. ultra HD TVs, VR headsets), the number of devices has been calculated assuming a family of 4 members.

NOTE 2:
Highest data rate assumes audio sensors with sampling rate of 192 kHz and 24 bits sample size.

NOTE 3:
Three meters (gas, water, electricity) per house, medium density of 50 to 70 houses per hectare.

NOTE 4:
A large containership with a mix of 20 foot and 40 foot containers is assumed.

NOTE 5:
A mix of MCPTT, MCVideo, and MCData is assumed. Average 3 devices per firefighter / police officer, of which one video device. Area traffic based on 1080 p, 60 fps is 12 Mbit/s video, with an activity factor of 30% in uplink (30% of devices transmit simultaneously at high bitrate) and 15% in downlink. 

NOTE 6:
Communication for wearables is relayed via a UE. This relay UE may use a further relay UE.

NOTE 7:
End-to-end latency implies that all hops are included.

NOTE 8:
'Metallic' implies an environment with a lot of metal obstructions (e.g. machinery, containers). 'Deep indoor' implies that there may be concrete walls / floors between the devices.

NOTE 9:
All the values in this table are example values and not strict requirements.


8
Security
8.1
Description
IoT introduces new UEs with different life cycles, including IoT devices with no user interface (e.g. embedded sensors), long life spans during which an IoT device may change ownership several times (e.g. consumer goods), and which may not be pre-provisioned (e.g. consumer goods). These drive a need for secure mechanisms to dynamically establish or refresh credentials and subscriptions. New access technologies, including licensed and unlicensed, 3GPP and non-3GPP, drive a need for access-independent security that is seamlessly available while the IoT device is active. High-end smartphones, UAVs, and factory automation drive a need for protection against theft and fraud. A high level of 5G security is essential for critical communication, e.g. in industrial automation, industrial IoT, and the Smart Grid. Expansion into enterprise, vehicular, medical, and public safety markets drive a need for increased end user privacy protection. 5G security addresses all of these new needs while continuing to provide security consistent with prior 3GPP systems.

8.2
General

The 5G system shall support a secure mechanism to store cached data.

The 5G system shall support a secure mechanism to access a content caching application.
The 5G system shall support a secure mechanism to access a service or an application in an operator's Service Hosting Environment.
The 5G system shall enable support of an access-independent security framework.
The 5G system shall support a mechanism for the operator to authorize subscribers of other PLMNs to receive temporary service (e.g. mission critical services).

The 5G system shall be able to provide temporary service for authorized users without access to their home network (e.g. IOPS, mission critical services).

The 5G system shall allow the operator to authorize a third-party to create, modify and delete network slices, subject to an agreement between the third-party and the network operator. 

Based on operator policy, a 5G network shall provide suitable means to allow a trusted and authorized third-party to create and modify network slices used for the third-party with appropriate security policies (e.g. user data privacy handling, slices isolation, enhanced logging).
The 5G system shall support a secure mechanism to protect relayed data from being intercepted by a relay UE.
Subject to HPLMN policy as well as its service and operational needs, any USIM able to access EPS instead of a 5G USIM may be used to authenticate a user in a 5G system to access supported services according to the user subscription. 
The 5G system shall provide integrity protection and confidentiality for communications between authorized UEs using a 5G LAN-type service. 
The 5G LAN-VN shall be able to verify the identity of a UE requesting to join a specific private communication.
The 5G system shall provide suitable means to allow the use of a trusted third-party provided encryption between any UE served by a private slice and a core network entity in that private slice. 
The 5G system shall provide suitable means to allow use of a trusted and authorized third-party provided integrity protection mechanism for data exchanged between an authorized UE served by a private slice and a core network entity in that private slice.

The 5G system shall provide suitable means to allow use of a trusted and authorized third-party provided integrity protection mechanism for data exchanged between an authorized UE served by a non-public network and a core network entity in that non-public network.
8.3
Authentication

The 5G system shall support an efficient means to authenticate a user to an IoT device (e.g. biometrics).
The 5G system shall be able to support authentication over a non-3GPP access technology using 3GPP credentials.
The 5G system shall support operator-controlled alternative authentication methods (i.e. alternative to AKA) with different types of credentials for network access for IoT devices in isolated deployment scenarios (e.g. for industrial automation). 
The 5G system shall support a suitable framework (e.g. EAP) allowing alternative (e.g. to AKA) authentication methods with non-3GPP identities and credentials to be used for UE network access authentication in non-public networks.
NOTE 2:
Non-public networks can use 3GPP authentication methods, identities, and credentials for a UE to access network but are also allowed to utilize non-AKA based authentication methods such as provided by the EAP framework.
Subject to an agreement between an MNO and a 3rd party, the 5G system shall support a mechanism for the PLMN to authenticate and authorize UEs for access to both a hosted non-public network and private slice(s) of the PLMN associated with the hosted non-public network.
The 5G network shall support a 3GPP supported mechanism to authenticate legacy non-3GPP devices for 5G LAN-VN access.
The 5G system shall enable an NPN to be able to request a third-party service provider to perform NPN access network authentication of a UE based on non-3GPP identities and credentials supplied by the third-party service provider.
The 5G system shall enable an NPN to be able to request a PLMN to perform NPN access network authentication of a UE based on 3GPP identities and credentials supplied by the PLMN.
8.4
Authorization

The 5G system shall allow the operator to authorize an IoT device to use one or more 5G system features that are restricted to IoT devices.
The 5G system shall allow the operator to authorize /de-authorize UEs for using 5G LAN-type service.
NOTE:
When a UE is de-authorized from using 5G LAN-type service, it is removed from all 5G LAN-VNs.
Based on operator policy, before establishing a direct device connection using a non-3GPP access technology, IoT devices may use 3GPP credentials to determine if they are authorized to engage in direct device connection.

Based on operator policy, the 5G system shall provide a means to verify whether a UE is authorized to use prioritized network access for a specific service.
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Annex E (informative):
(void)


Annex F (informative):
QoS Monitoring 
F.1
QoS monitoring for assurance
This Clause discusses how QoS monitoring information can be used for assurance purposes. For background information on assurance see [19] and appendix A.3 in [20].

Assurance consists of four major steps (see Figure F.1-1 and [18]):
· Customer's QoS requirements

These state the level of quality required by the customer of a service. This information is divulged to the provider.

· Service provider's offerings of QoS (or planned/targeted QoS) 

This is a statement of the level of quality expected to be offered to the customer by the service provider. 
· QoS achieved/delivered

This is the level of quality achieved and delivered to the customer. Monitoring information is divulged to the customer.

· Customer rating of QoS

The customer can compare the QoS achieved by the provider with the QoS requirements (see above) and its own experience of the QoS. This is a crucial step for establishing assurance about the fulfillment of the customer's requirements.
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Figure F.1-1: QoS assurance by use of QoS monitoring information

NOTE: This Figure is based on the trust model in [18].
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G.1
Asset Tracking

Every organisation owns assets (e.g. machines, medical devices, containers, pallets, trolleys). These assets are often not stationary: they are transported all over the world by different kinds of vehicles; and the assets are also moved inside various kinds of buildings. 

The ownership of assets may change many times during the life-cycle of the asset as different stakeholders take possession of the assets and pass them on to other stakeholders along the supply chain and value chain.

So, many stakeholders want to track their assets anytime and anywhere (indoor & outdoor) in a global and multi-modal context (e.g. sea, air, road, rail).
The asset tracking topic implies more than just knowing the location of an asset. Asset tracking includes real time and/or time-stamped monitoring of several asset-related properties depending on the asset and its content (e.g. condition of the asset and changes, environmental factors – temperature, mechanical shock). 

The 5G system provides the capability to better support asset tracking in all its aspects in particular in term of coverage (need to support full coverage: e.g. indoor / urban / rural / harsh environments / metallic obstructions on land, sea) with the support of terrestrial and non-terrestrial network as well as use of relays when necessary and in term of energy efficiency (15 to 20 years’ lifetime of an asset tracking device without changing the battery or the UE).
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