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	Reason for change:
	Clause 6.2.2.3 describes ML model and ML entity selection. According to description in clause 6.2.1.2, the consumer of ML training may be for example a network function, a management function, an operator, or another functional differentiation. However, Clause 6.2.2.3 limites the consumer to be network function, which is not general.

In Clause 6.2.2.4, the word “network” is not clearer, change it to network management system. 

	
	

	Summary of change:
	This CR proposes to change the “network functions” to “consumers” and chagne the “network” to “network management system”.

	
	

	Consequences if not approved:
	The related descriptions are not clear.
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	1st modified section


[bookmark: _Toc106015860][bookmark: _Toc106098498][bookmark: _Toc134614637][bookmark: _Toc134626385][bookmark: _Toc134632607][bookmark: _Toc134633532][bookmark: _Toc134633972]6.2.2.3	ML model and and ML entity selection
For a given machine learning-based use case, different entities that apply the respective ML model or AI/ML inference function may have different inference requirements and capabilities. For example, one consumer with specific responsibility and wish to have an AI/ML inference function supported by an ML model or  entity trained for city central business district where mobile users move at speeds not exceeding 30 km/hr. On the other hand, another consumer, for the same use case may support a rural environment and as such wishes to have an ML model and AI/ML inference function fitting that type of environment. The different consumers need to know the available versions of ML entities, with the variants of trained ML models or entities and to select the appropriate one for their respective conditions.
Besides, there is no guarantee that the available ML models/entities have been trained according to the characteristics that the consumers expect. As such the consumers need to know the conditions for which the ML models or ML entities have been trained to then enable them to select the models that are best fit to their conditions and needs.
The models that have been trained may differ in terms of complexity and performance. For example, a generic comprehensive and complex model may have been trained in a cloud-like environment but such a model cannot be used in the gNB and instead, a less complex model, trained as a derivative of this generic model, could be a better candidate. Moreover, multiple less complex models could be trained with different levels of complexity and performance which would then allow different relevant models to be delivered to different consumernetwork functions depending on operating conditions and performance requirements. The consumernetwork functions need to know the alternative models available and interactively request and replace them when needed and depending on the observed inference‑related constraints and performance requirements.
[bookmark: _Toc106015861][bookmark: _Toc106098499][bookmark: _Toc134614638][bookmark: _Toc134626386][bookmark: _Toc134632608][bookmark: _Toc134633533][bookmark: _Toc134633973]6.2.2.4	Managing ML training processes
This machine learning capability relates to means for managing and controlling ML model/entity training processes.
To achieve the desired outcomes of any machine learning relevant use-case, the ML model applied for such analytics and decision making, needs to be trained with the appropriate data. The training may be undertaken in a managed function or in a management function.
In either case, the network management system (or the OAM system thereof) not only needs to have the required training capabilities but needs to also have the means to manage the training of the ML models/entities. The consumers need to be able to interact with the training process, e.g., to suspend or restart the process; and also need to manage and control the requests related to any such training process.
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