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***************** First Change *******************
[bookmark: _Toc74142878][bookmark: _Toc74142877]5.7.2	Pre-conditions
A DSO “U” has a service contract with a MNO “A” and MNO “B” to provide telecommunication service to U’s substations. (U has more than one service contract in order to increase the redundancy and to achieve greater coverage, as a means of achieving higher availability. 
The requirements described in clause 5.7.6 below do not depend on there being 2 USIM contracts. There is no interaction or communication between the two MNOs (A and B) implied by this use case.
 U has shared parameters for delivery of information (e.g. monitoring and alarms) with A and B in advance from a standard set of them grouped in a SNMP MIB or any similar standard artefact offering the needed functionality,and established standard communication interfaces (e.g. APIs) that allow secure and highly available exchange of management data between Uand A and B . The parameters and the communication interface must be standard for all MNOs and DSOs be able to receive a consistent service in the different world regions independently of the service provider.
In the following text IT management is discussed to motivate the management requirements and to explain the need. There is no intention however to require IT management at the process level be supported by 3GPP standards. Nor does this use case imply exposure or integration of IT management processes of the DSO or MNO.
The smart energy applications motivating this use case are distribution automation and distribution / substation automation applications involving supervision, control and data acquisition in order to recover from or avoid communication problems in substations. Though the availability requirements of these applications can be met by the 5G system, taken as an aggregate of several applications in a substation with critical importance to the energy system, the availability has to be extremely high . This is because the consequence of failure is severe – in terms of loss of business productivity and even risk of human life in a power outage. A DSO faces severe regulatory penalties in the event of outages that could be prevented.
The following IT processes are in place in U’s network. Specific IT management objectives require timely and sufficiently detailed input. The processes that most concern this use case are: Incident Management, Change Management and Service Configuration Management. These services are defined in [12]. The processes discussed in this section occur within the DSO network. Though there is no doubt a parallel set of processes within the MNO network, these are (aside from incident reporting and management data acquisition by the DSO network) out of scope. This may surprise the reader, but the reasons are the following.
1)	It is the IT process requirements of the DSO that motivate the exposure of information by the MNO. 
2)	Though the details of the IT processes of both DSO and MNO are not matters of standardization, the interface between the two must be considered. If the DSO needs to employ different management standards with each communications provider, this increases complexity and the lack of standards based management interfaces constitutes a significant drawback when considering whether to employ and integrate services over a particular communication system.
Incident Management [13] is a process that can be triggered by a customer upon reporting an issue or raised automatically by an event monitoring system. Incident records correspond to the reported or raised event. It is vital to link incident management records to link them to Configuration Items (maintained in a database by means of the Configuration Management process [14].) A set of incidents may also motivate a Change, according the Service Asset and Change Management Process [15].
Configuration Management is particularly important for the DSO, since they must track the total configuration of all essential systems, especially any change that occurs to components that could cause a system failure. Each item in the IT system is identified and has a controlled configuration that can be verified and audited. This allows other processes to be automated and the complete IT status to be taken into consideration in real-time, e.g. during an incident. If some components of the IT system are outside of the control of the DSO, the configuration of these must however remain constantly known. Any change to the configuration of these components requires notification to the DSO as it could possibly trigger an incompatibility with other configuration.
Change Management provides a process with significant oversight (record keeping and authorization), ability to undo the change if required through the linked process of Release Management, and an evaluation of the consequences of the change. It is particularly important that it is unacceptable under the Change Management regime that changes occur without passing through the process. For example, if a UE were to change the terms of its contract and service, or its SIM card and its configurations without going through the Change Management process this would be considered an Incident, resulting in immediate actions by DSO, and possibly further interactions with MNO.
The delivery of relevant information would be part of the service level agreement between the DSO and MNO. The information required by the relevant interfaces are listed below at a high level. A further analysis of the details of these requirements and how to fulfil them is out of scope of stage 1 specification.
In a DSO network operation center for U’s distribution services, a technician “Fred” observes a number of substation local area networks, ready to detect and resolve any sign of trouble that arises. Supplementing the DSO’s network management information, the MNO exposes management data to enable Fred to properly respond to failures in the DSO network.
U uses a Dual SIM router which is configured to use MNO A as primary in normal conditions, failover mechanism to B is enabled so that standby connection can be triggered in the event of complete loss of connection or quality of connection below thresholds.
Utility DSO U’s NOC (Network Operating Center) will perform efficient and effective monitoring of Smart Grid assets connectivity and incident resolution if it can rely on trustworthy information coming from the following sources:
-	Health Check platform to monitor availability of the connection
-	Performance Check procedures to monitor that performance levels are above required thresholds
NOTE 1:	Failure of the Health Check or Performance Check will trigger the Incident Management process.
-	Accurate and updated Inventory to geographically locate the Cellular connection (USIM) at a specific Smart Grid asset (typically Substation)
-	Real time Access to MNO’s SIM card Management and operation platforms (lifecycle control, APN configuration,) 
- 	Information provided by the MNO on a timely manner and related to radio access, for example RAT type and CellID.Standard mechanisms by which the MNO can provide detailed timely information including RAN information.
Editor’s Note: The RAN information aspects are FFS. 
Editor’s Note: it is FFS what ‘timely’ information means. 
NOTE 2: 	The timeliness requirements for monitoring depend upon the circumstances of the deployment. An example granularity for monitoring information is once per minute. This has proven sufficient in many deployments, but others with greater observed variation in performance could require greater granularity, e.g. every 30 seconds.
NOTE 3:	The information provided for inventory, SIM platform configuration and cellular control plan operational parameters could be required for the Configuration Management process.
The usage of this data as a combined input to a single utility-owned “Monitoring and Management” (M&M) platform are instrumental for the DSO to make decisions and start actions that will impact the availability of the Smart Grid and, thus, the final service delivered to its customers. The utility DSO counts on a dashboard to represent the most relevant KPIs to the connectivity health status of the Substation switches and routers, to monitor the stability of the connection and the quality of the service delivered by the MNO.
[image: ]
Figure 5.7.2-1: A DSO-MNO Management Model
The elements in this model are explained below.
The KPI Dashboard in the figure above contains information regarding the 
-	Connectivity status of the UEs and their status with respect to their service with the MNOs A and B. Inputs: volume of data consumption per substation and MNO A. Output: check whether expected traffic levels persist. If there is a massive failure to achieve KPIs, Fred (U) can switch to use the other MNO B. This permits detection of failure in a way that avoids massive incidents (part of the Incident Management process.)
-	Stability of service of the UEs in terms of their mobile telecommunication service. For example, information provided by the MNO that points to unexpected changes or degradation in performance.
Editor’s Note: It is FFS whether to include the following inputs: Has any UE begun to roam unexpectedly? Does any of the RAN information indicate an unexpected change or degradation in performance? Instability services as an indication of a need for a change (part of the Change Management IT process.) 
Editor’s Note: RAN information aspects are FFS.
NOTE 4: 	Determination of which specific parameters should be exposed is out of scope of the present document. 
-	Configuration is another aspect of stability. Any change to the service configuration (as agreed between U and MNOs A and B) needs to be reported. In addition, U needs to be able to request the configuration information. (This is an essential part of the Configuration Management process.)
-	Performance determines if the mobile telecommunication network continues to perform as expected. U checks the performance by means of network tools, based on ping packets being sent (this increases traffic used over the connection with A and B.) This information is combined with AAA events (e.g. registration and deregistration with networks.) Output: Information on average performance indicators is obtained, including latency, packet loss rates, per technology. (This is an essential part of the Serivce Level Management process, not considered further in this use case.)
NOTE 5: 	QoS performance that becomes acutely inadequate constitutes a service failure incident. This is dealt with in a separate use case.
Report Generation 
Reports from U are provided to A and B on a monthly basis. U expects a certain quality of service delivered by A and B. The achieved service levels are tracked and presented in the report. If A or B do not comply with the service level agreement, actions are specified in the SLA (and these are out of scope of this study.) 
A DSO might request the following to be included in the report: 
(1) 	Network performance (latency and packet loss above threshold), 
(2) 	Network stability (the connection remains stable over time), (3) Accumulated alarms arising due to the MNOs network (e.g. massive or isolated RAN issues.)
NOTE 6: The list above is an example only. The specifics of report generation of is out of scope of the present document. 
Alarms Panel
Alarms can be triggered so that incident’s responsible parties are informed in real time and the remediation actions and/or escalation processes can be initiated. Alarms are reported by U to A and B as part of the Incident Management process. Incidents may be of the following forms (this is not an exclusive list):
- 	Massive incident where all UEs connectivity is affected, whose SIM cards are provided by A or B.
NOTE 7: 	An incident reported by U to A or B could be caused (at least in part) by incidents in a single access point.
***************** End of Change *****************
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