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***************** Begin 1st Change *******************
5.2	Periodic deterministic communication
Periodic deterministic communication is periodic with stringent requirements on timeliness and availability of the communication service. A transmission occurs every transfer interval. A description of periodic deterministic communication can be found in Clauses 4.3 and 4.4. Additional information on the underlying use cases of the sets of requirements in Table 5.2-1 can be found in Annex A. Further information on characteristic parameters and influence quantities used in Table 5.2-1 can be found in Annex C. 
The 5G system shall be able to provide periodic deterministic communication with the service performance requirements for individual logical communication links that realise the communication services reported in Table 5.2‑1. 
Process and asset monitoring using industrial wireless sensors is a special case of periodic deterministic communication with more relaxed requirements on timeliness and availability. These use cases put a slightly different set of requirements on the 5G system due to the specific constraints of industrial wireless sensors. These requirements for individual logical communication links are listed in Table 5.2-2 and additional information on the underlying use cases can be found in Annex A.
Smart-Grid use case information can be found in Annex A.     
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Table 5.2-1: Periodic deterministic communication service performance requirements
	Characteristic parameter
	Influence quantity
	

	Communication service availability: target value (note 1)
	Communication service reliability: mean time between failures
	End-to-end latency: maximum (note 2) (note 12a)
	Service bit rate: user experienced data rate (note 12a)
	Message size [byte] (note 12a)
	Transfer interval: target value (note 12a)
	Survival time (note 12a)
	UE 
speed (note 13)
	# of UEs
	Service area 
(note 3)
	Remarks

	99.999 % to 99.999 99 %
	~ 10 years

	< transfer interval value
	–
	50
	500 μs 
	500 μs
	≤ 75 km/h
	≤ 20
	50 m x 10 m x 10 m
	Motion control (A.2.2.1)

	99.999 9 % to 99.999 999 %
	~ 10 years
	< transfer interval value
	–
	40
	1 ms 
	1 ms
	≤ 75 km/h
	≤ 50
	50 m x 10 m x 10 m
	Motion control (A.2.2.1)

	99.999 9 % to 99.999 999 %
	~ 10 years
	< transfer interval value
	–
	20
	2 ms 
	2 ms
	≤ 75 km/h
	≤ 100
	50 m x 10 m x 10 m
	Motion control (A.2.2.1)

	99.999 9 %
	–
	< 5 ms
	1 kbit/s (steady state)
1.5 Mbit/s (fault case)
	< 1,500
	< 60 s 
(steady state)
≥ 1 ms (fault case)
	transfer interval
	stationary
	20
	30 km x 20 km
	Electrical Distribution – Distributed automated switching for isolation and service restoration (A.4.4); (note 5) 

	99.999 9 % to 99.999 999 %
	~ 10 years
	< transfer interval value
	
	1 k
	≤ 10 ms
	10 ms
	-
	5 to 10
	100 m x 30 m x 10 m
	Control-to-control in motion control (A.2.2.2); (note 9)

	99.999 9 % to 99.999 999 %
	~ 10 years
	< transfer interval value (note 5)
	50 Mbit/s
	
	≤ 1 ms
	3 x transfer interval
	stationary
	2 to 5
	100 m x 30 m x 10 m
	Wired-2-wireless 100 Mbit/s link replacement (A.2.2.4)

	99.999 9 % to 99.999 999 %
	~ 10 years
	< transfer interval value (note 5)
	250 Mbit/s
	
	≤ 1 ms
	3 x transfer interval
	stationary
	2 to 5
	100 m x
30 m x 10 m
	Wired-2-wireless 1 Gbit/s link replacement (A.2.2.4)

	99.999 9 % to 99.999 999 %
	~ 10 years
	< transfer interval value
	
	1 k
	≤ 50 ms
	50 ms
	-
	5 to 10
	1,000 m x 30 m x 10 m
	Control-to-control in motion control (A.2.2.2); (note 9)

	> 99.999 9 %
	~ 10 years
	< transfer interval value
	–
	40 to 250
	1 ms to 50 ms (note 6) (note 7)
	transfer interval value
	≤ 50 km/h
	≤ 2,000
	≤ 1 km2
	Mobile robots (A.2.2.3)

	99.999 9 % to 99.999 999 %
	~ 1 month
	< transfer interval value
	–
	40 to 250
	4 ms to 8 ms (note 7)
	transfer interval value
	< 8 km/h (linear movement)
	TBD
	50 m x 10 m x 4 m
	Mobile control panels – remote control of e.g. assembly robots, milling machines (A.2.4.1); (note 9)

	99.999 999 %
	1 day
	< 8 ms
(note 14)
	250 kbit/s
	40 to 250
	8 ms
	16 ms
	quasi-static; up to 10 km/h
	2 or more
	30 m x 30 m
	Mobile Operation Panel: Emergency stop (connectivity availability) (A.2.4.1A)

	99.999 99 %
	1 day
	< 10 ms
(note 14)
	< 1 Mbit/s
	< 1024
	10 ms
	~10 ms
	quasi-static; up to 10 km/h
	2 or more
	30 m x 30 m
	Mobile Operation Panel: Safety data stream (A.2.4.1A)

	99.999 999 %
	1 day
	10 ms to 100 ms
(note 14)
	10 kbit/s
	10 to 100
	10 ms to 100 ms
	transfer interval
	stationary
	2 or more
	100 m² to 2,000 m²
	Mobile Operation Panel: Control to visualization (A.2.4.1A)

	99.999 999 %
	1 day
	< 1 ms
(note 14)
	12 Mbit/s to 16 Mbit/s
	10 to 100
	1 ms
	~ 1 ms
	stationary
	2 or more
	100 m²
	Mobile Operation Panel: Motion control (A.2.4.1A)

	99.999 999 %
	1 day
	< 2 ms 
(note 14)
	16 kbit/s (UL)
2 Mbit/s (DL)
	50
	2 ms
	~ 2 ms
	stationary
	2 or more
	100 m²
	Mobile Operation Panel: Haptic feedback data stream (A.2.4.1A)

	99.999 9 % to 99.999 999 %
	~ 1 year
	< transfer interval
	–
	40 to 250

	< 12 ms (note 7)
	12 ms
	< 8 km/h (linear movement)
	TBD
	typically 40 m x 60 m; maximum 200 m x 300 m
	Mobile control panels -remote control of e.g. mobile cranes, mobile pumps, fixed portal cranes (A.2.4.1); (note 9)

	99.999 9 % to 99.999 999 %
	≥ 1 year
	< transfer interval value
	–
	20
	≥ 10 ms (note 8)
	0
	typically stationary
	typically 10 to 20
	typically ≤ 100 m x 100 m x 50 m
	Process automation – closed loop control (A.2.3.1)

	99.999 %
	TBD
	~ 50 ms 
	–
	~ 100
	~ 50 ms
	TBD
	stationary
	≤ 100,000
	several km2 up to 100,000 km2
	Primary frequency control (A.4.2); (note 9)

	99.999 %
	TBD
	~ 100 ms
	–
	~ 100
	~ 200 ms
	TBD
	stationary
	≤ 100,000
	several km2 up to 100,000 km2
	Distributed Voltage Control (A.4.3) (note 9)

	> 99.999 9 %
	~ 1 year
	< transfer interval value
	–
	15 k to 250 k
	10 ms to 100 ms (note 7)
	transfer interval value
	≤ 50 km/h
	≤ 2,000
	≤ 1 km2
	Mobile robots – video-operated remote control (A.2.2.3)

	> 99.999 9 %
	~ 1 year
	< transfer interval value
	–
	40 to 250
	40 ms to 500 ms (note 7)
	transfer interval value
	≤ 50 km/h
	≤ 2,000
	≤ 1 km2
	Mobile robots (A.2.2.3)

	99.99 %
	≥ 1 week
	< transfer interval value
	–
	20 to 255
	100 ms to 60 s (note 7)
	≥ 3 x transfer interval value
	typically stationary
	≤ 10,000 to 100,000
	≤ 10 km x 10 km x 50 m
	Plant asset management (A.2.3.3)

	>99.999 999 %
	> 10 years
	< 2 ms
	2 Mbit/s to 16 Mbit/s
	250 to 2,000
	1 ms
	transfer interval value
	stationary
	1
	< 100 m2
	Robotic Aided Surgery (A.6.2)

	>99.999 9 % 
	> 1 year
	< 20 ms
	2 Mbit/s to 16 Mbit/s
	250 to 2,000
	1 ms
	transfer interval value
	stationary
	2 per 1,000 km2
	< 400 km (note 12)
	Robotic Aided Surgery (A.6.2)

	>99.999 %
	>> 1 month 
(< 1 year)
	< 20 ms
	2 Mbit/s to 16 Mbit/s
	80
	1 ms
	transfer interval value
	stationary
	20 per 100 km2
	< 50 km (note 12)
	Robotic Aided Diagnosis (A.6.3)

	99.999 9 % to 99.999 999 %
	~ 10 years
	< 0.5 x transfer interval
	2.5 Mbit/s
	250
500 with localisation information
	> 5 ms
> 2.5 ms
> 1.7 ms
(note 10)
	0
transfer interval
2 x transfer interval
(note 10)
	≤ 6 km/h (linear movement)
	2 to 8
	10 m x 10 m x 5 m;
50 m x 5 m x 5 m
(note 11)
	Cooperative carrying – fragile work pieces; (ProSe communication) (A.2.2.5)

	99.999 9 % to 99.999 999 %
	~ 10 years
	< 0.5 x transfer interval
	2.5 Mbit/s
	250
500 with localisation information
	> 5 ms 
> 2.5 ms
> 1.7 ms (note 10)
	0
transfer interval
2 x transfer interval
(note 10)
	≤ 12 km/h (linear movement)
	2 to 8
	10 m x 10 m x 5 m;
50 m x 5 m x 5 m
(note 11)
	Cooperative carrying – elastic work pieces; (ProSe communication) (A.2.2.5)

	 > 99.9 %
	
	DL: < 10 ms
UL: < 10 ms
	UL: > 16 Mbit/s (urban), 640 Mbit/s (rural)
DL: > 100 kbit/s
(note 15)
	UL: 800 kbyte
	UL: 10 ms
	
	
	> 10/km2 (urban), 
> 100/km2 (rural)
(note 16)
	
	Distributed energy storage ‒ monitoring (A.4.6)


	> 99.9 %
	
	DL: < 10 ms
UL: < 1 s
	UL: > 128 kbit/s (urban), 10.4 Mbit/s (rural);
DL: > 100 kbit/s
(note 15)
	UL: 1.3 Mbyte
DL: > 100 kbyte
	UL: 1000 ms
	
	
	> 10/km2 (urban), 
> 100/km2 (rural)
 (note 16)
	
	Distributed energy storage ‒ data collection (A.4.6)


	> 99.99 %
	
	General information data collection: < 3 s
(note 17)
	UL: < 2 Mbit/s
DL: < 1 Mbit/s
	
	
	
	
	< 10,000/km2 (note 18)
	
	Advanced metering (A.4.7)

	99.999 %
	
	< 10 ms

	2 Mbit/s to 10 Mbit/s
	
	normal: 1 s;
fault: 2 ms 
(note 24)
	
	
	54/km²
(note 19),
78/km2 (note 20)
	
	Intelligent distributed feeder automation (A.4.4.3)

	> 99.99 %
	
	10 ms, 100 ms, 3 s (note 22)
	> 2 Mbit/s (note 21)
	
	
	
	
	500 in the service area (note 23)
	Communication distance is from 100 m to 500 m, outdoor, indoor / deep indoor
	Smart distribution ‒transformer terminal (A.4.8)

	99.999 %
	
	5 ms, 10 ms, 15 ms (note 25)
	1.2 Mbit/s to 2.5 Mbit/s
	< 245 byte
	≤ 1 ms
≤ 2 ms
(note 26)
	
	
	≤ 100/km2
	several km2
	High speed current differential protection (note 12a) (A.4.4.4)

	99.999 9 %

	
	3 ms
	5.4 Mbit/s
	140 byte
	≤ 1 ms
	
	stationary
	
	
	Distributed Energy Resources (DER) and micro-grids (A.4.9)

	99.999 9 %

	
	100 ms
(note 12a and note 5)
	< 1 kbit/s per DER
	
	
	
	stationary
	
	
	Ensuring uninterrupted communication service availability during emergencies (A.4.10)

	NOTE 1:	One or more retransmissions of network layer packets may take place in order to satisfy the communication service availability requirement.
NOTE 2:	Unless otherwise specified, all communication includes 1 wireless link (UE to network node or network node to UE) rather than two wireless links (UE to UE).
NOTE 3:	Length x width (x height).
NOTE 4:	(void)
NOTE 5:	Communication includes two wireless links (UE to UE).
NOTE 6:	This covers different transfer intervals for different similar use cases with target values of 1 ms, 1 ms to 10 ms, and 10 ms to 50 ms.
NOTE 7:	The transfer interval deviates around its target value by < ±25 %.
NOTE 8:	The transfer interval deviates around its target value by < ±5 %.
NOTE 9:	Communication may include two wireless links (UE to UE).
NOTE 10:	The first value is the application requirement, the other values are the requirement with multiple transmission of the same information (two or three times, respectively).
NOTE 11:	Service Area for direct communication between UEs. The group of UEs with direct communication might move throughout the whole factory site (up to several km²). 
NOTE 12:	Maximum straight-line distance between UEs. 
NOTE 12a:	It applies to both UL and DL unless stated otherwise.
NOTE 13:	It applies to both linear movement and rotation unless stated otherwise. 
NOTE 14:	The mobile operation panel is connected wirelessly to the 5G system. If the mobile robot/production line is also connected wirelessly to the 5G system, the communication includes two wireless links.
NOTE 15:	Service bit rate for one energy storage station.
NOTE 16:	Activity storage nodes/km2. This value is used for deducing the data volume in an area that features multiple energy storage stations. The data volume can be calculated with the following formula (current service bit rate per storage station) x (activity storage nodes/km2) + (video service bit rate per storage station) x (activity storage nodes/km2). 
NOTE 17:	One-way delay from 5G IoT device to backend system. The distance between the two is below 40 km (city range).
NOTE 18:	Typical connection density in today’s city environment. With the evolution from centralised meters to socket meters in the home, the connection density is expected to increase 5 to 10 times. 
NOTE 19:	When the distributed terminals are deployed along an overhead line, there are about 54 terminals per square kilometre. 
NOTE 20: 	When the distributed terminals are deployed in power distribution cabinets, there are about 78 terminals per square kilometre.
NOTE 21: 	Service bit rate of the smart metering application between the smart distribution transformer terminal and the energy end equipment. Once there are multiple smart grid applications, the required service bit rate will be higher.
NOTE 22:		The end-to-end latency depends on the applications supported by the smart distribution transformer terminal. The lower the end-to-end latency, the more applications can be supported.
NOTE 23:	The service area is circular with a radius between 100 m and 500 m (0.031 km2 to 0.79 km2).
NOTE 24:	During the normal working phase of the the feeder system, the heartbeat packet is transmitted periodically with a 1 s transfer interval. When a fault occurs, the heartbeat is sent with a 2 ms transfer interval.
NOTE 25: 	The maximum allowed delay between two protection relays would be between 5 ms and 10 ms, depending on the voltage (see IEC 61850-90-1 for more details [aa]). For some legacy systems, the end-to-end latency is usually set to 15 ms.
NOTE 26: For a sampling rate of 600 Hz, the transfer interval is 1.7 ms. For 1200 Hz, the transfer interval is 0.83 ms.


 
Table 5.2-2: Communication service performance requirements for industrial wireless sensors
	Characteristic parameter
	Influence quantity
	

	Communication service availability: target value
	Communication service reliability: mean time between failure
	End-to-end latency (note 6)
	Transfer interval
(note 1) (note 7)
	Service bit rate: user experienced data rate
(note 2) (note 7)
	Battery lifetime [year]
(note 3)
	Message
Size
[byte] (note 7)
	Survival time 
(note 7)
	UE speed
	UE density [UE / m²]
	Range
[m]
(note 4)
	Remarks

	99.99 %
	≥ 1 week
	< 100 ms
	100 ms to 60 s
	≤ 1 Mbit/s
	≥ 5
	20
(note 5)
	3 x transfer interval
	stationary
	Up to 1
	< 500
	Process monitoring, e.g. temperature sensor (A.2.3.2)

	99.99 %
	≥ 1 week
	< 100 ms
	≤ 1 s
	≤ 200 kbit/s
	≥ 5
	25 k
	3 x transfer interval
	stationary
	Up to 0.05
	< 500
	Asset monitoring, e.g. vibration sensor (A.2.3.2)

	99.99 %
	≥ 1 week
	< 100 ms
	≤ 1 s
	≤ 2 Mbit/s
	≥ 5
	250 k
	3 x transfer interval
	stationary
	Up to 0.05
	< 500
	Asset monitoring, e.g. thermal camera (A.2.3.2)

	NOTE 1:	The transfer interval deviates around its target value by < ± 25 %.
NOTE 2:	The traffic is predominantly mobile originated.
NOTE 3:	Industrial sensors can use a wide variety of batteries depending on the use case, but in general they are highly constrained in terms of battery size.
NOTE 4:	Distance between the gNB and the UE.
NOTE 5:	The application-level messages in this use case are typically transferred over Ethernet. For small messages, the minimum Ethernet frame size of 64 bytes applies and dictates the minimum size of the PDU sent over the air interface. 
NOTE 6:	It applies to both UL and DL unless stated otherwise.
NOTE 7: 	It applies to UL.





***************** End of 1st  Change *******************

***************** Begin 2nd  Change *******************

5.3	Aperiodic deterministic communication
Aperiodic deterministic communication is without a pre-set sending time, but still with stringent requirements on timeliness and availability of the communication service. A description of aperiodic deterministic communication can be found in Clauses 4.3 and 4.4. Additional information on the underlying use cases of the sets of requirements in Table 5.3-1 can be found in Annex A. Further information on characteristic parameters and influence quantities used in Table 5.3-1 can be found in Annex C. 
The 5G system shall be able to provide aperiodic deterministic communication with the service performance requirements for individual logical communication links that realise the communication services reported in Table 5.3-1.
Table 5.3-1: Aperiodic deterministic communication service performance requirements
	Characteristic parameter (KPI)
	Influence quantity
	

	Communication service availability
	Communication service reliability: mean time between failures
	Max Allowed End-to-end latency (note 1) 
(note 5)
	Service bit rate: user-experienced data rate (note 5)
	Message size [byte] (note 5)
	Survival time
	UE speed (note 6)
	# of UEs

	Service Area (note 3)
	Remarks

	> 99.999 9 %
	~ 1 week
	10 ms
	UL: > 10 Mbit/s
	–
	–
	≤ 50 km/h
	≤ 2,000
	≤ 1 km2
	Mobile robots – video streaming (A.2.2.3)

	99.999 9 % to 99.999 999 %
	~ 1 month
	< 30 ms
	> 5 Mbit/s
	–
	–
	< 8 km/h (linear movement)
	TBD
	TBD
	Mobile control panels - parallel data transmission (A.2.4.1)

	99.999 999 %
	1 day
	<8 ms
(note 8)
	250 kbit/s
	40 to 250
	16 ms
	quasi-static; up to 10 km/h
	2 or more
	30 m x 30 m
	Mobile Operation Panel: Emergency stop (emergency stop events) (A.2.4.1A)

	99.999 9 %
	– 
	< 50 ms
	0.59 kbit/s
28 kbit/s
	< 100
	–
	stationary
	10 km‑² to 100 km‑²
	TBD
	Smart grid millisecond level precise load control (A.4.5)

	> 99.9 %
	~ 1 month
	< 10 ms
	–
	–
	–
	< 8 km/h (linear movement)
	≥ 3
	20 m x 20 m x 4 m
	Augmented reality; bi-directional transmission to image processing server (A.2.4.2)

	99.999 9 % to 99.999 999 %
	~ 10 years
	< 1 ms
(note 4)
	25 Mbit/s
	–
	–
	stationary
	2 to 5
	100 m x
30 m x 10 m
	Wired-2-wireless 100 Mbit/s link replacement (A.2.2.4)

	99.999 9 % to 99.999 999 %
	~ 10 years
	< 1 ms
(note 4)
	500 Mbit/s
	–
	–
	stationary
	2 to 5
	100 m x
30 m x 10 m
	Wired-2-wireless 1 Gbit/s link replacement (A.2.2.4)

	 > 99.9 %
	–
	DL: < 10 ms
UL:<1 s
(rural)
	DL: > 100 kbit/s UL: > 5 Gbit/s
(note 9)
	–
	–
	stationary
	> 100
	
	Distributed energy storage; energy storage station video (A.4.6)

	> 99.99 %
	–
	< 100 ms (note 10);
	DL:<1 Mbit/s
	–
	–
	–
	–
	–
	Advanced metering (A.4.7)

	> 99.999 %
	–
	20 ms
	–
	< 100 byte
	–
	–
	–
	several km2
	Distributed automated switching for isolation and service restoration (A.4.4.1) (note 7)

	> 99.999 9 %
	
	< 3 ms
	–
	160 byte
	–
	–
	–
	–
	Distributed Energy Resources (DERs) and micro-grids (A.4.9) (note 7)

	NOTE 1:	Unless otherwise specified, all communication includes 1 wireless link (UE to network node or network node to UE) rather than two wireless links (UE to UE).
NOTE 2:	(void)
NOTE 3:	Length x width x height.
NOTE 4:	Scheduled aperiodic traffic with transfer interval (max end-to-end allowed latency < transfer interval). 
NOTE 5:	It applies to both UL and DL unless stated otherwise.
NOTE 6:	It applies to both linear movement and rotation unless stated otherwise. 
NOTE 7:	Communication includes two wireless links (UE to UE).
NOTE 8:	The mobile operation panel is connected wirelessly to the 5G system. If the mobile robot/production line is also connected wirelessly to the 5G system, the communication includes two wireless links.
NOTE 9:	The service bit rate in one energy storage station can be calculated as follows:12.5 Mbytes/s x 50 containers x 8 = 5 Gbit/s.
NOTE 10:	The maximum allowed end-to-end latency is for accuracy fee control. It is the delay for one-way communication between the backend system and the 5G IoT device. The distance between the two is 40 km or lower (city range).


 ***************** End of 2nd Change *******************

***************** Begin 3rd Change *******************
5.6.2	Clock synchronisation service performance requirements
Table 5.6.2-1: Clock synchronization service performance requirements for 5G System
	User-specific clock synchronicity accuracy level 
	Number of devices in one communication group for clock synchronisation
	5GS synchronicity budget requirement 
(note 1)
	Service area 
	Scenario

	1
	up to 300 UEs
	≤ 900 ns
	≤ 100 m x 100 m
	Motion control (A.2.2.1)
Control-to-control communication for industrial controller (A.2.2.2)

	2
	up to 300 UEs
	≤ 900 ns
	≤ 1,000 m x 100 m
	Control-to-control communication for industrial controller (A.2.2.2)

	3
	up to 10 UEs
	< 10 µs
	≤ 2,500 m2
	High data rate video streaming

	3a
	up to 100 UEs
	< 1 µs
	≤ 10 km2
	AVPROD synchronisation and packet timing

	4
	up to 100 UEs
	< 1 µs
	< 20 km2
	Smart Grid: synchronicity between PMUs

	4a
	up to 100 UEs
	< 250 ns to 1 µs
	< 20 km²
	Smart Grid: IEC 61850-9-2 Sampled Values 

	4b
	up to 100 UEs
	<10-20 µs
	< 20 km²
	Smart Grid: IEC 61850-9-2 Sampled Values – Power system protection in digital substation 

	4c
	54/km² (note 2)
78/km2 (note 3)
	< 10 µs 
	several km²
	Smart Grid: Intelligent Distributed Feeder Automation (A.4.4.3)

	4d
	up to 100 UEs
	<1 ms
	< 20 km²
	Smart Grid: IEC 61850-9-2 Sampled Values – Event reporting and Disturbance recording 

	5
	up to 10 UEs
	< 50 µs
	400 km
	Telesurgery (A.6.2) and telediagnosis (A.6.3)

	NOTE 1:	The clock synchronicity requirement refers to the clock synchronicity budget for the 5G system, as described in Clause 5.6.1.
NOTE 2: 	When the distributed terminals are deployed along overhead line, about 54 terminals will be distributed along overhead lines in one square kilometre. The resulting power load density is 20 MW/km2.
NOTE 3: 		When the distributed terminals are deployed in power distribution cabinets, there are about 78 terminals in one square kilometre. The resulting power load density is 20 MW/km2,


 
***************** End of 3rd Change *******************
************** End of Proposed Changes ****************

