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1. Overall Description:

In S5-201169 / S2-1912770 (LS on analytics support for energy saving), SA2 describes the following use case related to energy saving in the 5GC:

“

In particular, the network data analysis may indicate that all the UEs served by some UPF instances are low priority UEs. Based on this information, the SMF can intentionally re-allocate the low priority UEs among fewer dedicated UPF instances which are used only for serving the low priority UEs at night and running on fewer dedicated servers. As a result, there can be more UPF instances having no UE allocated to them and can be removed by the NFV orchestrator. Consequently, there can be more physical resources, such as servers, to be shut down at night and less energy to be consumed.

”.
As part of its Rel-17 study item ‘Study on new aspects of EE for 5G networks’ (FS_EE5G), SA5 has studied this use case. From SA5 point of view, some points are to be clarified, including:

1. It is not clear:

a. how UEs are characterized as low or high priority and on which criteria (e.g. user profile, etc.),

b. where NWDAF gets this information from,

c. whether UE priority is relative to within a given network slice (i.e. priority amongst UEs of a given network slice) or across network slices (i.e. priority amongst UEs of different network slices);

2. It is not clear if the main criteria for reallocating traffic from some UPF instances to fewer UPF instances is the UE priority or the time of the day (the above text mentions ‘at night’) or service level parameters. In other words, can’t the reallocation of traffic from some UPF instances to fewer UPF instances be decided only based on the traffic load at some time of the day / night?

3. Since UEs can be attached to up to eight network slices simultaneously and UPF instances either belong to a single network slice (in such a case, traffic reallocation can be done only between UPF instances of the same network slice) or are shared amongst two or more network slices (in such a case, traffic reallocation can be done between UPF instances of different network slices serving the low priority UEs), the re-allocation of the traffic from some UPF instances to some other UPF instances must take this into consideration, implying that the NWDAF must have this knowledge prior to taking any decision;

4. Is it necessary that NWDAF have the information about which UPF instances are susceptible to receive traffic from other UPF instances? If yes, how does it obtain this information?

5. Migrating the traffic from some UPF instances to other UPF instances so as to switch off some servers requires interacting with NFV MANO functions (e.g. for VNF instance migration / termination). How NWDAF interacts with NFV MANO function(s) and via which reference point(s) is not specified. The reference point Os-Ma-Nfvo is for interactions between NFV Orchestrator and OSS/BSS and, consequently, can’t be used by NWDAF;

6. Reallocating traffic from some UPF instances to other UPF instances may have to take into consideration additional information such as e.g.:

a. When ordering a network slice to his Network Slice Provider (NSP), a Network Slice Customer (NSC) may express isolation requirements such as e.g. ‘I want my UPF instances be physically isolated from any other UPF instances allocated to other NSCs’. NWDAF has no knowledge of this, only OSS can have such information;

b. All concerned UPF instances may not be on the same site / data centre, which potentially are not powered by the same source of energy. The network operator may be willing to privilege green sources of energy. In addition, the cost of energy may highly differ between sites / data centres. NWDAF has no knowledge of this, only OSS can have such information;
c. All these UPF instances may be hosted on different types of servers, where some types of servers can be more energy efficient than others, so that the network operator may be willing to privilege these energy efficient servers. NWDAF has no knowledge of this, only OSS can have such information.
SA5 kindly requests SA2 to provide feedback on the above analysis.
2. Actions:

To SA2: Please provide feedback on the above analysis.
3. Date of Next TSG-SA WG5 Meetings:
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