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5.1
On-site Live Audio Presentation
5.1.1
Description

In a typical on-site live audio presentation situation, one or several persons (presenters) are holding a talk in front of an interested audience. Usually the audience interacts with the presenter/s, for instance by posing questions. Other scenarios include the moderation of corporate events, panel discussions or conferences.

On-site live audio presentation scenarios are typically confined to a local area, e.g. conference rooms, lecture halls, press centres and trade fairs. They can be located indoors or outdoors. Typical operation has a defined duration known in advance. Characteristic for this use case is that all production equipment is available at the location, the wireless communication service is limited to the local area and all audio processing such as audio mixing is done in real time.

Wireless microphones are used for capturing audio from presenters within the local service area. A number between 5 and 300 simultaneously active wireless microphones can be expected. These wireless microphones can be scattered into different rooms, stages or spaces within the same complex.

The captured audio signals are transmitted to a central audio mixing console. Each active wireless microphone produces an audio, which has a data rate dependent on the audio codec and may vary between 50 kbit/s and 250 kbit/s, possibly higher, if uncompressed audio is required. In addition, control signals with a maximum of 50 kbit/s are transferred bidirectionally for management and remote-control purposes. The audio mixing console creates the new desired audio streams. These streams delivered to downstream equipment and applications, such as amplifiers and loudspeakers of a public-address system, streaming services for hearing impaired participants, translation services, recordings, etc. 

The typical mouth-to-ear latency between the wireless microphone (analogue audio source) and the audio sink (e.g. loudspeaker, assistive listening device) is below 20 ms. For small scenarios where the distance between presenters and listeners is very short, the mouth-to-ear latency is below 5ms.
In a live scenario, where a PA is used, the mouth-to-ear latency related to the speaker must not exceed 20 ms, otherwise performance may be impaired. If part of the audience is very close to the speaker the direct audio signal will arrive earlier at the listener’s ear than the PA audio signal, which leads to an uncomfortable experience. Therefore, the system latency shall be below 10 ms for most of the cases, and below 5 ms for acoustically challenging surroundings.
-------------------------------------------------------Start of Change 1 --------------------------------------------
The packet error ratio of the wireless transmission needs to be kept lower than 10-5 to assure that no audio dropouts or audible interference occur. A packet error ratio above 10-5 would likely lead to disturbance of the audience and degradation of the audio content at the very beginning of the production value chain.
Table 5.1.1-1 lists the system parameter and its value range for the on-site live audio presentation use case.
Table 5.1.1-1: System parameters for on-site live audio presentation use case

	
	Characteristic system parameter
	Comment

	Mouth-to-ear latency
	5 ms - 20 ms
	End-to-end maximum latency between the input at the audio source (wireless microphone) and the output at the audio sink (PA). It includes application, application interfacing and the time delay introduced by the wireless transmission path.

	Audio data rate
	50 kbit/s – 1.5 Mbit/s
	Different user data rates per audio stream need to be supported for different audio demands (e.g. compressed vs. uncompressed audio). 

	Control data rate
	1 kbit/s - 10 kbit/s
	Data rate per control stream (UL/DL)

	Packet error ratio
	< 10-5
	The packet error ratio (PER) of the system shall be below 10-5 

	Number of audio streams
	5 - 1000
	Simultaneous audio streams including UL and DL

	Service area
	100 m2 - 10.000 m2 (indoor)

0.01 km2 - 1.5 km2 (outdoor) 
	Event area

	Synchronicity
	10 µs - 500 µs
	Clock synchronicity is used as KPI of clock synchronisation services.

	User speed
	≤ 5 km/h
	Pedestrian speed

	Security/ Integrity
	The audio application data is encrypted
	In some of the applications


-------------------------------------------------------End of Change 1 --------------------------------------------
5.1.6
Potential New Requirements needed to support the use case
[PR 5.1.6-001] For live presentation of audio data, the 5G system shall support low latency periodic deterministic communication service. Table 5.1.6-1 provides the set of performance requirements to the 5G system to meet live audio presentation needs in the scenario described in 5.1.1.

-------------------------------------------------------Start of Change 2 --------------------------------------------
Table 5.1.6-2: Performance requirements of low latency periodic deterministic communication service

	Profile
	# of active UEs
	UE Speed
	Service Area
	E2E latency (Note 1)
	Transfer interval (Note 1)
	Packet error ratio (Note 2, Note 3)
	Data rate UL
	Data rate DL

	Ad hoc
	20
	5 km/h
	300 m x 300 m
	4 ms
	1 ms
	10-5
	200 kbit/s
	-

	
	8
	stationary 
	300 m x 300 m
	4 ms
	1 ms
	10-5
	-
	200 kbit/s

	Campus
	1000
	5 km/h
	2 km x 2 km
	4 ms
	1 ms
	10-5
	200 kbit/s
	-

	Conference
	10
	5 km/h
	100 m x 100 m
	4 ms
	1 ms
	10-5
	1.5 Mbit/s
	-

	
	4
	stationary
	100 m x 100 m
	4 ms
	1 ms
	10-5
	-
	1.5 Mbit/s

	Lecture room
	4
	5 km/h
	10 m x 10 m
	4 ms
	1 ms
	10-5
	50 kbit/s
	-

	
	2
	stationary 
	10 m x 10 m
	4 ms
	1 ms
	10-5
	-
	50 kbit/s

	NOTE 1: Transfer interval refers to periodicity of the packet transfers. It has to be constant during the whole operation. The value given in the table is a typical one, however other transfer intervals are possible as long as the end-to-end latency is ≤ (5 ms – Transfer interval).

NOTE 2: Packet error ratio is related to a packet size of (Transfer interval × data rate). Packets that do not conform with the end-to-end latency are also accounted as error.
NOTE 3: 
The given requirement for a packet error rate assumes a uniform error distribution. The requirement for packet error rate is stricter if packet errors occur in bursts.


-------------------------------------------------------End of Change 2 --------------------------------------------
5.2
Audio Streaming in Live Performances
5.2.1
Description

In a typical live stage event, such as a concert, musical or theatre performance, one or several artists are performing (i.e. acting, dancing, singing or playing music instruments) in front of an interested audience. Backstage, the technical crew (lighting, sound, video), a production team and the security staff support the successful realization of the event.

Producing and capturing of a live event for subsequent use of the cultural and creative content, involve many wireless audio streams. For instance, artists on stage use wireless microphones to capture their voices or instruments’ sound while hearing themselves via a wireless in-ear monitoring system. The technical crew, the production team and the security staff are usually connected to each other via an intercom system. Lighting, video and sound effects are remotely controlled over stage control systems. The term PMSE equipment is used to sum up all wireless audio and video equipment involved in professional AV productions.

Live events take place typically in theatres, concert halls and stadiums. The stage can be located indoors or outdoors. Typical operation has duration known in advance. All PMSE equipment required for the production and capturing of an event is always available at the location of the event. It either belongs to the staging supplier or a rental company has been engaged to deploy it for the event.

Usually, for a live event the PMSE equipment is available on the stage, the wireless communication service is limited to the event area and all audio processing such as audio mixing is done in real time during operation.

Wireless microphones are used for capturing the voice and music signals of the artists within the stage. PMSE content capture sits at the very beginning of the supply and value chains for a wide range of products, such as recordings of live performances or the archiving of culturally significant material. Consequently, content capture is expected to take place at the highest quality possible, with producers and programme makers taking steps to ensure the integrity and robustness of content capture and delivery. For these reasons, the quality and reliability of the radio links are fundamental to PMSE users. For live PMSE productions especially, the commercial pressures on operators are significant as there is no opportunity for recovery. It is not possible to ask for a repetition during a live concert, so the tolerance for QoS is extremely low.
In a typical event, a number between 5 and 300 simultaneously active wireless microphones can be expected. Each wireless microphone signal is streamed to a central audio mixing console. In a typical scenario, each active wireless microphone produces an audio stream of 400 kbit/s for compressed audio and 1.5 Mbit/s for uncompressed audio. Each wireless microphone receives a control signal of maximum 50kbit/s.

Wireless microphones and other wireless PMSE devices are most likely to be used at different professional live performance events, which may have different application set-ups in terms of number of devices and their capabilities. Therefore, before a professional live performance event starts, wireless PMSE devices which need to be used may need to be quickly re-provisioned with new configuration and credential information in order to be able to connect to the wireless non-public network for this particular live performance event. As well, there may be additional wireless PMSE devices that need to be quickly added into the wireless non-public network during a running live performance event. Considering the number of wireless PMSE devices that may be involved in a live performance event, it is desired that those devices can be automatically and quickly provisioned through the network.

As shown in figure 5.2.1-1 below, an audio mixing console creaes the desired audio streams. Many artists rely on receiving a personalized audio mix of the event streamed back to their in-ear monitoring device. In this context, personalized means that each artist is able to receive a different audio mix (i.e unicast downlink transmission) fully adapted to his or her needs and preferences. An in-ear monitoring device receives an audio stream ranging between 200 kbit/s (compressed audio) and 5 Mbit/s (uncompressed audio). The maximum end-to-end latency tolerated by a professional musician between its wireless microphone (analogue audio source) and their in-ear monitoring device (analog wireless sink) is a maximum of 4 ms [2]. The audio mixing console produces further outgoing streams for the Public Address (PA) system and for recording. 

-------------------------------------------------------Start of Change 3 --------------------------------------------
The packet error ratio of the wireless transmission needs to be kept equal to or preferably lower than 10-6 to assure that no audio dropouts or audible interference occur. A packet error ratio above 10-6 would likely leads to a disturbed experience for the audience and damage of the audio content at the very beginning of the production value chain.
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Figure 5.2.1-1: Live content production network
In Table 5.2.1-1, the typical system parameters of the use case under description are listed.

Table 5.2.1-1: Typical system parameters for audio streaming in live performances use case

	
	Characteristic system parameter
	Comment

	Mouth-to-ear latency
	< 4 ms
	End-to-end maximum latency tolerated by a live performer between her analogue audio source (wireless microphone) and her analogue audio sink (in-ear monitoring device). It includes application, application interfacing and the time delay introduced by the wireless transmission path.

	Audio data rate
	100 kbit/s to 5 Mbit/s
	Different user data rates per audio stream need to be supported for different audio demands (e.g. compressed vs. uncompressed audio). 5 Mbit/s is a target maximum desired for studio usage (24 bit @ 192 kHz).

	Control data rate
	≤ 50 kbit/s
	Data rate per control link (UL/DL)

	Packet error ratio
	< 10-6
	The packet error ratio (PER) of the system shall be below 10-6 for a packet size corresponding to 1 ms audio data. Further, a consecutive minimum continuous error-free duration ≥ 100 ms has to be ensured. This is because, to make packet errors inaudible, error concealment is used at application level. Every concealment is capable of handling one specific kind of error distribution. 


	number of audio streams
	5 to 300
	Simultaneous audio links

	Service area
	100 to 10.000 m2
	Event area, indoor and outdoor. Typical heights of indoor stages: 5 m to 10 m

	Synchronicity
	500 ns to 10 µs
	Clock synchronicity is used as KPI of clock synchronisation services.

	User speed
	≤ 50 km/h
	In musical events like "Starlight Express", artists are moving on roller skates with speeds up to 50 km/h

	Security/ Integrity
	The audio application data is encrypted
	In some of the applications


-------------------------------------------------------End of Change 3 --------------------------------------------
5.2.6
Potential New Requirements needed to support the use case
[PR 5.2.6-001] For live streaming of audio data, the 5G system shall support low latency, periodic, deterministic communication service. Table 5.2.6-1 provides the set of performance requirements to the 5G system.

-------------------------------------------------------Start of Change 4 --------------------------------------------
Table 5.2.6-1: Performance requirements of low latency periodic deterministic communication service
	Profile
	# of active UEs
	UE Speed
	Service Area
	E2E latency (Note 1)
	Transfer interval (Note 1)
	Packet error ratio (Note 2, Note 3)
	Data rate UL
	Data rate DL

	Festival
	200
	10 km/h
	500 m x 500 m
	750 µs
	250 µs
	10-6
	500 kbit/s
	-

	
	100
	10 km/h
	500 m x 500 m
	750 µs
	250 µs
	10-6
	-
	1 Mbit/s

	Musical
	30
	50 km/h
	50 m x 50 m
	750 µs
	250 µs
	10-6
	500 kbit/s
	-

	
	20
	50 km/h
	50 m x 50 m
	750 µs
	250 µs
	10-6
	-
	1 Mbit/s

	
	10
	- 
	50 m x 50 m
	750 µs
	250 µs
	10-6
	-
	500 kbit/s

	Semi-professional
	10
	5 km/h
	5 m x 5 m
	750 µs
	250 µs
	10-6
	100 kbit/s
	-

	
	10
	5 km/h
	5 m x 5 m
	750 µs
	250 µs
	10-6
	-
	200 kbit/s

	
	2
	-
	5 m x 5 m 
	750 µs
	250 µs
	10-6
	-
	100 kbit/s

	AV production
	20
	5 km/h
	30 m x 30 m
	750 µs
	250 µs
	10-6
	1.5 Mbit/s
	-

	
	10
	5 km/h
	30 m x 30 m
	750 µs
	250 µs
	10-6
	-
	3 Mbit/s

	Audio Studio
	30
	-
	10 m x 10 m
	750 µs
	250 µs
	10-6
	5 Mbit/s
	-

	
	10
	5 km/h
	10 m x 10 m
	750 µs
	250 µs
	10-6
	-
	1 Mbit/s

	NOTE 1: Transfer interval refers to periodicity of the packet transfers. It has to be constant during the whole operation. The value given in the table is a typical one, however other transfer intervals are possible as long as the end-to-end latency is ≤ (1 ms – Transfer interval).
NOTE 2: Packet error ratio is related to a packet size of (Transfer interval × data rate). Packets that do not conform with the end-to-end latency are also accounted as error.
NOTE 3: 
The given requirement for a packet error rate assumes a uniform error distribution. The requirement for packet error rate is stricter if packet errors occur in bursts.


-------------------------------------------------------End of Change 4 --------------------------------------------
5.3.6
Potential New Requirements needed to support the use case
[PR 5.3.6-001] For live production with integrated audience services, the 5G system shall support low latency periodic deterministic communication service. Table 5.3.6-1 provides the set of performance requirements to the 5G system.
-------------------------------------------------------Start of Change 5 --------------------------------------------
Table 5.3.6-1: Performance requirements for low latency deterministic periodic traffic with multicast service.
	Profile
	# of active UEs
	# of UL streams
	# of DL streams
	UE Speed
	Service Area
	E2E latency (Note 1)
	Transfer interval (Note 1)
	Packet error rate (Note 2, Note 3)
	Data rate UL
	Data rate DL

	Integrated audience services
	50000
	-
	30 multicast streams
	5 km/h
	1.5 km x 1.5 km
	7 ms DL
	3 ms
	10-4
	-
	200 kbit/s

	NOTE 1: Transfer interval refers to periodicity of the packet transfers. It has to be constant during the whole operation. The value given in the table is a typical one, however other transfer intervals are possible as long as the end-to-end latency is  ≤ (10 ms – Transfer interval).

NOTE 2: Packet error rate is related to a packet size of (Transfer interval × data rate). Packets that do not conform with the end-to-end latency are also accounted as error.
NOTE 3: 
The given requirement for a packet error rate assumes a uniform error distribution. The requirement for packet error rate is stricter if packet errors occur in bursts.


-------------------------------------------------------End of Change 5 --------------------------------------------
5.4.6
Potential New Requirements needed to support the use case

-------------------------------------------------------Start of Change 6 --------------------------------------------
Table 5.4.6-1: Performance requirements for low latency deterministic periodic traffic with multicast service.
	Profile
	# of active UEs
	# of UL streams
	# of DL streams
	UE Speed
	Service Area
	E2E latency (Note 1)
	Transfer interval (Note 1)
	Packet error ratio (Note 2, Note 3)
	Data rate UL
	Data rate DL

	Intercom system
	1000
	240
	30 multicast streams
	5 km/h
	1.5 km x 1.5 km
	7 ms UL

7 ms DL
	3 ms
	10-4 
	100 kbit/s
	100 kbit/s

	NOTE 1: Transfer interval refers to periodicity of the packet transfers. It has to be constant during the whole operation. The value given in the table is a typical one, however other transfer intervals are possible as long as the end-to-end latency is ≤ (10 ms – Transfer interval).

NOTE 2: Packet error ratio is related to a packet size of (Transfer interval × data rate). Packets that do not conform with the end-to-end latency are also accounted as error.
NOTE 3: 
The given requirement for a packet error rate assumes a uniform error distribution. The requirement for packet error rate is stricter if packet errors occur in bursts.


-------------------------------------------------------End of Change 6 --------------------------------------------
Annex A: Real-time audio-streaming latency budget
Many factors influence the total latency that is experienced by a user. In most of the use cases presented in this study item, the users of the system will by often in situations where they can easily perceive latency increase, which poses requirements that are much tighter in comparison to other voice/audio applications. 
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Figure A-1 General representation of a wireless production audio system

-------------------------------------------------------Start of Change 7 --------------------------------------------
Figure A-1 shows the elements involved in the communication of professional audio production. On one hand there is a wireless audio input, which is represented here as a microphone. The audio is captured at the audio source and sent over a wireless connection to an audio processing device, which could be performing mixing of several audio inputs, transcoding, equalization, or other processing tasks. The result of the processing step is sent over the wireless output device, which could be either a loudspeaker, an IEM, a general-purpose device equipped with headphones, or other. 
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Figure A-2 Time diagram representing the frame capturing, processing, and playback of a wireless production audio system

The latency elements related to the system in Figure A-1 are shown in Figure A-2, which includes the time diagram of the audio input, processing and mixing, and output devices, as well as the communication steps between these elements. This diagram can be used to clarify what is the total mouth-to-ear latency, which would be the total latency perceived by a user of this system. 

The first latency element is determined by the frame size Tframe. Digital audio transmissions are performed mostly by splitting the audio signal into frames, usually of fixed size in samples, meaning that each audio frame is collected and processed at regular intervals. This process introduces a latency of a frame size Tframe, when no other step is considered. Tframe equals the transfer interval in which audio data transfers are initiated. The size of Tframe is not necessarily derived by the audio application and may be adjusted for optimized data transmission, e.g. for matching the wireless system transfer interval.

Next, there are steps of audio encoding, processing, and decoding, summed up with Tprocessing, which depends on specific implementations, and will be performed in each of the elements on the audio stream path. For the sake of clarity, this element will be considered as being equal in the audio input, processing device and output. 

On the air interface, there is the delay for transmitting the audio frames. As with any wireless transmission mechanism, this delay is variable, depending on factors such as network overload, path loss, interference conditions, and the tradeoff between bandwidth, transmission time and reliability. On one hand, the transition from audio to radio subsystem often introduces a misalignment delay. This is caused by the fact that wireless transmissions often can only start to certain periodic points in time. If the audio application is not aligned to these, a delay Tradio misalign is introduced when waiting for the next possibility to begin a transmission. In worst case this delay is of the size of one radio transfer period e.g. the slot time. If the radio subsystem provides an interface to enable the alignment of Tframe to the radio transfer period, this delay could be reduced to Tradio misalign ( 0. The other delay term Tdelay refers to the delay caused by protocol messages exchange, scheduling, encoding/decoding, as well as the wireless transmission itself. Both of these terms are used to represent the end-to-end delay for the wireless transmission Tend-to-end = Tradio misalign + Tdelay.

Due to wireless transmission jitter, each audio receiving node has to buffer enough data in order to deal with the receiving time uncertainty. Additionally, when mixing audio data from multiple inputs or playing audio on multiple output devices that are perceived simultaneously by a single listener, time synchronization of audio samples on each audio device is required. In order to do so, the system also requires buffering of data to deal with different delays on different links and furthermore the availability of a clock synchronization service in the application as described above. The delay introduced by such buffers will be referred here as Taudio async. Depending on restrictions of operating systems on some audio playback devices, the size of such audio buffers is sometimes only available in multiples of Tframe.

With all these elements in mind, the latency budget for a complete system with 2 wireless links and a audio mixing and processing, such as the one shown in Figure A-2 is 
	Tlatency = Tframe + 3×Tprocessing + 2×TEnd-to-end + 2 Taudio_async.
	Equation 1


Considering a worst-case scenario where Taudio_async ( Tframe, we get the latency estimation as
	Tlatency, worst case ( 3×Tframe + 3×Tprocessing + 2×TEnd-to-end.
	Equation 2


If an interface allows the alignment of the audio devices to the radio transfer period, the radio misalignment can be reduced to Tradio misalign ( 0. In an optimal case where the jitter of wireless transmission is smaller than the size of a single audio sample, Taudio async can also be assumed to be ( 0, , resulting in an optimal mouth-to-ear latency of 

	Tlatency, optimal ( Tframe + 3×Tprocessing + 2×Tdelay.
	Equation 3


If only one-way transmission is considered, e.g. UL only transmission from a wireless microphone to a wired loudspeaker, the latency estimations of Equation 1,Equation 2, and Equation 3 are reduced to:

	Tlatency, 1 way = Tframe + 2×Tprocessing + Tent-to-end + Taudio async.
	Equation 4

	Tlatency, 1 way, worst case ( 2 ×Tframe + 2×Tprocessing + Tend-to-end.
	Equation 5

	Tlatency, 1 way, optimal, ( Tframe + 2×Tprocessing + Tdelay.
	Equation 6
	



	
	



	
	



-------------------------------------------------------End of Change 7 --------------------------------------------
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