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7.4
QoE Assessment of Simulator Sickness in VR
7.4.1
Introduction
There are different subjective evaluation methodologies standardized in ITU-T Rec. P.910 and ITU-R Rec. BT.500-13 for evaluating the perceived quality of 2D videos on 2D displays. However, respective methodologies for the evaluation of 360-degree videos still need research. The three different subjective evaluation methodologies, Absolute Category Rating (ACR), Modified-ACR (M-ACR), and Double Stimulus Impairment Scale (DSIS), were studied with the aim of clarifying their applicability in the assessment of 360-degree videos.
The performance of these three test methods based on the following criteria were compared:
-
Statistical reliability
-
Assessment time
-
Simulator Sickness
7.4.2
Experimental Setup

7.4.2.1
Preparation of Test Stimuli

Five different video sequences (without audio) were used from the standard 360-degree videos proposed by Joint Video Exploration Team (JVET) [70,71]. All the test sequences are in YUV 420 color space, 30 fps, and 8–bits per channel. The downloaded video sequences are in Equirectangular Projection (ERP) format with a duration of 10 s. Table 7.4 shows the resolutions and bit-rates used in the experiment. The video sequences name and identifier are given in Table 7.5. 
Table 7.4. Target bit-rates in MBit/s for different resolutions.

	Resolution
	Bit-rate

	UHD/4K
	0.5
	1
	4
	8

	6K
	2
	4
	10
	15

	8K
	6
	10
	18
	25


Table 7.5. Source contents and IDs [70,71]

	Content No.
	1
	2
	3
	4
	5

	Content Name
	Gaslamp
	Harbor
	KiteFlite
	Trolley
	SkateboardInLot


7.4.2.2
Test Setup

The HTC Vive Pro® was used in the experiment for assessing the quality of 360-videos. The resolution of the device is 2560×1600 and the field of view is 110°. For playing the videos in an HMD, the Whirligig player (version 4.2) was used. The HTC Vive Pro® was connected to a desktop PC equipped with an NVIDIA® GTX980 graphics card and an Intel® CoreTM i7 processor.

Two subjects were performing the test one after the other. Each subject had to rate 60 Processed Video Sequences (PVS) (5 video sequences, 3 resolutions, and 4 bit-rates). The rating scale was displayed on the HMD screen and the user was asked to rate either the quality of the video or compression artefacts depending on the test method. The test subject had to say a number aloud so that the experimenter could note down the ratings.

7.4.2.3
Test Methods

Table 7.6 show time for assessing one stimulus for different test methods.
Table 7.6. Assessment time for different test methods

	Test Method
	ACR
	M-ACR
	DSIS 

	Assessment Time
	16 s
	29 s
	29 s


ACR Test Method

The ACR was proposed in [61,62] for evaluating the quality of the videos. In this test method, the test stimuli are shown only once and the test videos are rated independently. Subjects were asked to provide their rating after the experimenter asked “How would you rate the quality of this video?” during the voting time. The presentation order of one stimulus is shown in Fig. 7.26.


[image: image1.emf]   


Figure 7.26:  Presentation of one stimulus in ACR method [61,62].
Modified-ACR Test Method

The M-ACR was proposed in [74] for evaluating the quality of the 360° videos in an HMD based displays. In this test method, the test stimuli are shown twice and the test videos are rated independently. Subjects were asked to provide their rating after the experimenter asked “How would you rate the quality of this video?” during the voting time. The presentation order of one stimulus is shown in Fig. 7.27.

[image: image2.emf] 


Figure 7.27:  Presentation of one stimulus in M-ACR method [74].

Double Stimulus Impairment Scale Test Method
The DSIS test method is also known as degradation category rating (DCR) method [61,62]. In this method, stimuli are always presented in pairs. The first stimulus is always the reference/unimpaired one and the second stimulus is the same reference sequence, but obtained after processing by the system under test. The reference video was encoded with the highest quality or highest bit-rate (35 Mbit/s) with HEVC encoder so that there should not be any perceivable/noticeable degradations present in the reference video. This is done because Whirligig player cannot be used for playing the raw video sequences in raw YUV format. The presentation order of one stimulus is shown in Fig. 7.28. 
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Figure 7.28: Presentation of one stimulus in DSIS method [61,62].

7.4.3
Results

In order to check the reliability of the users, outlier detection was performed base on the Pearson correlation coefficient. A threshold value 0.75 was selected for considering the reliability of the users. 

In ACR study, 29 subjects (18 males and 11 females) participated in the study with an average age of 26.06 years. 

In M-ACR study, 30 subjects (16 males and 14 females) participated in the study with an average age of 25.6 years. 

In DSIS study, 28 subjects (19 males and 9 females) participated in the study with an average age of 24.96 years. 
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Figure 7.29. Average MOS for different resolutions for ACR test method

7.4.3.1
Comparisons of MOS between Test Methods

Mean Opinion Scores (MOS) and the corresponding 95% Confidence Interval (CI) were calculated for each of the test stimuli in all the test methods (ACR, M-ACR and DSIS) as shown in Figures 7.29, 7.30 and 7.31. DSIS evaluates the compression artefacts or impairments present in the video, while ACR and M-ACR evaluate the absolute quality.
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Figure 7.30: Average MOS for different resolutions for M – ACR test method.

One goal was to study whether subjects would be able to notice the difference in subjective video quality provided by the 8K, 6K and 4K. The subjective test results show that users are able to find the difference between the 4K and 6K irrespective of the test methods. But the advantage of using 8K cannot be clearly seen from the results due to resolution limitation of the HTC Vive Pro HMD. 

Furthermore, from the results, it can be seen that the perceived quality at 25 Mbit/s at 8K resolution is slightly higher than 15 Mbit/s for 6K resolution irrespective of the test methodologies. Therefore, almost 40% of the bandwidth can be saved by transmitting the 360-degree videos at 15 Mbit/s at 6K resolution at a marginal loss of quality.
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Figure 7.31: Average MOS for different resolutions for DSIS test method.
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Figure 7.32: MOS vs CI for different test methods.

Figure 7.32 shows the plot between MOS and CI for DSIS, M-ACR, and ACR test methods. From the figure it is clear that DSIS provides higher subjective quality as compared to the other two test methods (ACR and M-ACR), thus provides higher subjective resolution power. It is interesting to note that DSIS has a slightly higher CI values as compared M-ACR.

In order to find out which evaluation methodologies is more reliable, statistical reliability was computed based on [75]. MCInorm was calculated based on the equation shown below for ACR, M‑ACR, and DSIS. 
[image: image8.png]wer, = Mel
morm = proS Range




MCI: Mean Confidence Interval
MOS Range: Absolute difference between the highest and lowest MOS for each test method.
Table 7.7 shows the MOS range, MCI, and MCInorm for DSIS, M-ACR and ACR test methods. Results indicate that DSIS is statistically more reliable as compared to other two test methods (M‑ACR and ACR).

Table 7.7. MCI, MOS Range and MCInorm for ACR, M-ACR and DSIS test methods

	
	ACR
	M-ACR
	DSIS

	MCI
	0.1382
	0.1392
	0.1405

	MOS Range
	2.824
	3.088
	3.16

	MCInorm
	0.0489
	0.0450
	0.0444


7.4.3.2
Assessment of simulator sickness in HMD
While watching the 360° videos in HMD, users may experience symptoms of simulator sickness. Therefore, assessing the simulator sickness is a relevant additional step. Simulator sickness is a sub-category of motion sickness and symptoms comprise fatigue, sweating, vertigo, nausea, etc. [72,73]. The most popular Questionnaire for assessing the simulator sickness is Simulator Sickness Questionnaire (SSQ) published in 1993 [73]. The questionnaire used in the experiments is shown in Annex C.
SSQ was derived from the motion sickness questionnaire (MSQ) [73], selecting 16 out of the original 28 symptoms for analysis. These symptoms are further classified into three sub-categories: nausea (N), oculomotor (O), and disorientation (D). Not all 16 symptoms are used for calculating N, O, D, and unit weights are assigned in each category. For obtaining the scores, a 4-point scale (0, 1, 2, 3) is used and weighted values are added to get the scores for each category. N, O, D, and Total Score (TS) are then calculated using the method shown in [73] and Annex A.

Simulator sickness scores were computed for each of the test methods. Subjects were instructed to fill in simulator sickness questionnaire before and after each of the test session. SSQ scores were also collected just after the pre–screening, but before the training session. 

During the course of the test, it was studied how the SSQ scores change with time. In addition, the impact of breaks on reducing the simulator sickness scores was studied. From the figures 7.33, 7.34, and 7.35, it is clear that SSQ scores increase with time irrespective of the test methodology. In addition, breaks help in reducing the simulator sickness among subjects, which underlines the significance of breaks during the tests. It is interesting to note that users felt less prone to simulator sickness while evaluating the 360-degree videos using DSIS methodology as compared to ACR and M-ACR methodologies. Although the duration of one test session in ACR (7 mins) is much lower as compared to the one of DSIS (11 mins) test method.
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Figure 7.33. Simulator Sickness Scores for all the test sessions for ACR test method.
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Figure 7.34: Simulator Sickness Scores for all the test sessions for M-ACR test method.

7.4.4
Summary
Comparing the three evaluation methodologies ACR, M-ACR and DSIS on subjective testing of the 360-degree videos using HMD revealed that DSIS provided higher resolution power as compared to the other two test methodologies. Evaluating the simulator sickness in each of the test methodologies showed that simulator sickness increases with time. Breaks help in reducing the simulator sickness, which highlights the significance of breaks during the test. 
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Figure 7.35: Simulator Sickness Scores for all the test sessions for DSIS test method.

**** Third Change, inserting an additional Annex ****

Annex C:
Simulator Sickness Questionnair (SSQ)
1. General Discomfort 
	None
	Slight
	Moderate
	Severe

	 
	
	
	



2. Fatigue 
	None
	Slight
	Moderate
	Severe

	 
	
	
	



3. Headache 
	None
	Slight
	Moderate
	Severe

	 
	
	
	



4. Eye Strain
	None
	Slight
	Moderate
	Severe

	 
	
	
	



5. Difficulty Focusing 
	None
	Slight
	Moderate
	Severe

	 
	
	
	


6. Salivation Increasing 
	None
	Slight
	Moderate
	Severe

	 
	
	
	



7. Sweating 
	None
	Slight
	Moderate
	Severe

	 
	
	
	



8. Nausea 
	None
	Slight
	Moderate
	Severe

	 
	
	
	


9. Difficulty Concentrating 
	None
	Slight
	Moderate
	Severe

	 
	
	
	



10. Fullness of the Head 
	None
	Slight
	Moderate
	Severe

	 
	
	
	



11. Blurred Vision 
	None
	Slight
	Moderate
	Severe

	 
	
	
	



12. Dizziness with Eye Open  
	None
	Slight
	Moderate
	Severe

	 
	
	
	



13. Dizziness with Eye Closed 
	None
	Slight
	Moderate
	Severe

	 
	
	
	



14. Vertigo 
	None
	Slight
	Moderate
	Severe

	 
	
	
	



15. Stomach Awareness 
	None
	Slight
	Moderate
	Severe

	 
	
	
	



16. Burping 
	None
	Slight
	Moderate
	Severe

	 
	
	
	


Nausea (1): 1, 6, 7, 8, 9, 15, 16
Occulomotor (2): 1, 2, 3, 4, 5, 9, 11
Disorientation (3): 5, 8, 10, 11, 12, 13, 14
Score:
N = (1) * 9.54
O = (2) * 7.58
D = (3) * 13.92
TotalScore = ((1) + (2) + (3)) * 3.74
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