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***** First Change *****

3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
active communication: a UE is in active communication when it has one or more connections established. A UE may have any combination of PS connections (e.g., PDP contexts, active PDN connections).
activity factor: percentage value of the amount of simultaneous active UEs to the total number of UEs where active means the UEs are exchanging data with the network.

area traffic capacity: total traffic throughput served per geographic area.
communication service availability: percentage value of the amount of time the end-to-end communication service is delivered according to an agreed QoS, divided by the amount of time the system is expected to deliver the end-to-end service according to the specification in a specific area.
NOTE 1: The end point in "end-to-end" is assumed to be the communication service interface.

NOTE 2: The communication service is considered unavailable if it does not meet the pertinent QoS requirements. If availability is one of these requirements, the following rule applies: the system is considered unavailable in case an expected message is not received within a specified time, which, at minimum, is the sum of end-to-end latency, jitter, and survival time.
direct network connection: one mode of network connection, where there is no relay UE between a UE and the 5G network.
direct device connection: the connection between two UEs without any network entity in the middle.
end-to-end latency: the time that takes to transfer a given piece of information from a source to a destination, measured at the communication interface, from the moment it is transmitted by the source to the moment it is successfully received at the destination.
Hosted Service: a service containing the operator's own application(s) and/or trusted 3rd party application(s) in the Service Hosting Environment, which can be accessed by the user.
indirect network connection: one mode of network connection, where there is a relay UE between a UE and the 5G network.
IoT device: a type of UE which is dedicated for a set of specific use cases or services and which is allowed to make use of certain features restricted to this type of UEs.
NOTE 3: An IoT device may be optimized for the specific needs of services and application being executed (e.g., smart home/city, smart utilities, e-Health and smart wearables). Some IoT devices are not intended for human type communications.
network slice: a set of network functions and corresponding resources necessary to provide the required telecommunication services and network capabilities.
NG-RAN: a radio access network connecting to the 5G core network which uses NR, E-UTRA, or both.
NR: the new 5G radio access technology.

priority service: a service that requires priority treatment based on regional/national or operator policies.
private network: an isolated network deployment that does not interact with a public network.
reliability: in the context of network layer packet transmissions,  percentage value of the amount of sent network layer packets successfully delivered to a given system entity within the time constraint required by the targeted service, divided by the total number of sent network layer packets.

satellite access: direct connectivity between the UE and the satellite.
service area: geographic region where a 3GPP communication service is accessible. 

NOTE 4: The service area can be indoors.

NOTE 5: For some deployments, e.g., in process industry, the vertical dimension of the service area can be considerable. 
service continuity: the uninterrupted user experience of a service that is using an active communication when a UE undergoes an access change without, as far as possible, the user noticing the change.
NOTE 6: 
In particular service continuity encompasses the possibility that after a change the user experience is maintained by a different telecommunication service (e.g., tele- or bearer service) than before the change.
NOTE 7: 
Examples of access changes include the following. For EPS: CS/PS domain change. For EPS and 5G: radio access change,  switching between a direct network connection and an indirect network connection.
Service Hosting Environment: the environment, located inside of 5G network and fully controlled by the operator, where Hosted Services are offered from.

survival time: the time that an application consuming a communication service may continue without an anticipated message.
User Equipment: An equipment that allows a user access to network services via 3GPP and/or non-3GPP accesses.
user experienced data rate: the minimum data rate required to achieve a sufficient quality experience, with the exception of scenario for broadcast like services where the given value is the maximum that is needed.

wireless backhaul: a link which provides an interconnection between 5G network nodes and/or transport network using 5G radio access technology.
***** Second Change *****
7.2.2
Scenarios and KPIs
Scenarios requiring very low latency and very high communication service availability can be found below:
-
Motion control – Conventional motion control is characterised by high requirements on the communications system regarding latency, reliability, and availability. Systems supporting motion control are usually deployed in geographically limited areas but may also be deployed in wider areas (e.g., city- or country-wide networks), access to them may be limited to authorised users, and they may be isolated from networks or network resources used by other cellular customers.

-
Discrete automation – Discrete automation is characterised by high requirements on the communications system regarding reliability and availability. Systems supporting discrete automation are usually deployed in geographically limited areas, access to them may be limited to authorised users, and they may be isolated from networks or network resources used by other cellular customers.
-
Process automation – Automation for (reactive) flows, e.g., refineries and water distribution networks. Process automation is characterized by high requirements on the communications system regarding communication service availability. Systems supporting process automation are usually deployed in geographically limited areas, access to them is usually limited to authorised users, and it will usually be served by private networks. 

-
Automation for electricity distribution (mainly medium and high voltage). Electricity distribution is characterized by high requirements on the communications service availability. In contrast to the above use cases, electricity distribution is deeply immersed into the public space. Since electricity distribution is an essential infrastructure, it will, as a rule, be served by private networks.

-
Intelligent transport systems – Automation solutions for the infrastructure supporting street-based traffic. This use case addresses the connection of the road-side infrastructure, e.g., road side units, with other infrastructure, e.g., a traffic guidance system. As is the case for automation electricity, the nodes are deeply immersed into the public space.
-
Tactile interaction – Tactile interaction is characterised by a human being interacting with the environment or people, or controlling a UE, and relying on tactile feedback.

-
Remote control – Remote control is characterised by a UE being operated remotely, either by a human or a computer.
Table 7.2.2-1 Performance requirements for low-latency and high-reliability scenarios.

	Scenario
	End-to-end latency
(note 3)
	Jitter
	Survival time
	Communication service availability
(note 4)
	Reliability
(note 4)
	User experienced data rate
	Payload
size

(note 5)
	Traffic density
(note 6)
	Connection density
(note 7)
	Service area dimension
(note 8)

	Discrete automation – motion control
(note 1)
	1 ms
	1 µs
	0 ms
	99,9999%
	99,9999%
	1 Mbps

up to 10 Mbps
	Small
	1 Tbps/km2
	100 000/km2
	100 x 100 x 30 m 

	Discrete automation
	10 ms
	100 µs
	0 ms
	99,99%
	99,99%
	10 Mbps
	Small to big
	1 Tbps/km2
	100 000/km2
	1000 x 1000 x 30 m

	Process automation – remote control
	50 ms
	20 ms
	100 ms
	99,9999%
	99,9999%
	1 Mbps

up to 100 Mbps
	Small to big
	100 Gbps/km2
	1 000/km2
	300 x 300 x 50 m

	Process automation ‒ monitoring
	50 ms
	20 ms
	100 ms
	99,9%
	99,9%
	1 Mbps
	Small
	10 Gbps/km2
	10 000/km2
	300 x 300 x 50

	Electricity distribution – medium voltage
	25 ms
	25 ms
	25 ms
	99,9%
	99,9%
	10 Mbps
	Small to big
	10 Gbps/km2
	1 000/km2
	100 km along power line

	Electricity distribution – high voltage 
(note 2)
	5 ms
	1 ms
	10 ms
	99,9999%
	99,9999%
	10 Mbps
	Small
	100 Gbps/km2
	1 000/km2

(note 9)
	200 km along power line

	Intelligent transport systems – 
infrastructure backhaul
	10 ms


	20 ms
	100 ms
	99,9999%
	99,9999%
	10 Mbps
	Small to big
	10 Gbps/km2
	1 000/km2
	2 km along a road

	Tactile interaction
(note 1)
	0,5 ms
	TBC
	TBC
	[99,999%]
	[99,999%]
	[Low]
	[Small]
	[Low]
	[Low]
	TBC

	Remote control
	[5 ms]
	TBC
	TBC
	[99,999%]
	[99,999%]
	[From low to 10 Mbps]
	[Small to big]
	[Low]
	[Low]
	TBC

	NOTE 1: 
Traffic prioritization and hosting services close to the end-user may be helpful in reaching the lowest latency values.

NOTE 2: 
Currently realised via wired communication lines. 
NOTE 3: 
This is the end-to-end latency required for the 5G system to deliver the service in the case the end-to-end latency is completely allocated to the 5G system from the UE to the Interface to Data Network.
NOTE 4: 
Communication service availability relates to the service interfaces, reliability relates to a given system entity. One or more retransmissions of network layer packets may take place in order to satisfy the reliability requirement.
NOTE 5: 
Small: payload typically ≤ 256 bytes 
NOTE 6: 
Based on the assumption that all connected applications within the service volume require the user experienced data rate. 
NOTE 7: 
Under the assumption of 100% 5G penetration.
NOTE 8      Estimates of maximum dimensions; the last figure is the vertical dimension.
NOTE 9:
In dense urban areas.

NOTE 10: 
All the values in this table are targeted values and not strict requirements. Deployment configurations should be taken into account when considering service offerings that meet the targets.



