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5.1.12.6.2.1
Computation of EF
The energy features of the current frame are computed by using the sub-band signal. The energy of background noise of the current frame, including both the energy of background noise over individual sub-band and the energy of background noise over all sub-bands, is estimated with the updated flag of background noise, the energy features of the current frame, and the energy of background noise over all sub-bands of the previous frame. The energy of background noise of the current frame will be used to compute the SNR parameters of the next frame (see subclause 5.1.12.6.3). The energy features include the energy parameters of the current frame and the energy of background noise. The energy parameters of the frame are the weighted or non-weighted sum of energies of all sub-bands.
The frame energy is computed by:
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The energy of sub-band divided non-uniformly is computed by:
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Where 
[image: image3.wmf]region
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 is the sub-band division indices of 
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.  The sub-bands based on this kind of division are also called SNR sub-bands and are used to compute the SNR of sub-band. 
[image: image5.wmf]snr

N

  is the number of SNR sub-bands.

The energy of sub-band background noise of the current frame is computed by:
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Where 
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 is the energy of sub-band background noise of the previous frame.

The energy of background noise over all sub-bands is computed according to the background update flag, the energy features of the current frame and the tonality signal flag, and it is defined as follows:



[image: image8.wmf]]

0

[

_

]

0

[

_

_

]

0

[

_

bg

f

sum

bg

f

bg

f

N

E

E

=


(242)


If certain conditions that include at least that the background update flag is 1 and the tonality signal flag 
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Otherwise, 
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, respectively. The superscript [-1] denotes the previous frame and [0] denotes the current frame.
5.1.12.6.2.2
Computation of SCF
The spectral centroid features are the ratio of the weighted sum to the non-weighted sum of energies of all sub-bands or partial sub-bands, or the value is obtained by applying a smooth filter to this ratio. The spectral centroid features can be obtained in the following steps:
a) Divide the sub-bands for computing the spectral centroids as shown in Table 12.
Table 12:  Sub-band division for computing spectral centroids

	Spectral centroid feature number (i)
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b) Compute two spectral centroid features, i.e.: the spectral centroid in the first interval and the spectral centroid in the second interval, by using the sub-band division for computing spectral centroids in Step a) and the following equation:
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c)  Smooth the spectral centroid in the second interval, 
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 , to obtain the smoothed spectral centroid in the second interval by
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5.1.12.6.2.4
Computation of TSF
The time-domain stability features are the ratio of the variance of the sum of energy amplitudes to the expectation of the squared sum of energy amplitudes, or this ratio multiplied by a factor. The time-domain stability features are computed with the energy features of the most recent N frame. Let the energy of the nth frame be 
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By adding together the energy amplitudes of two adjacent frames from the current frame to the Nth previous frame, N/2 sums of energy amplitudes are obtained as
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Where 
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is the energy amplitude of the current frame for k = 0 and 
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the energy amplitude of the previous frames for k < 0.
Then the ratio of the variance to the average energy of the N/2 recent sums is computed and the time-domain stability 
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 is obtained as follows:
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Note that the value of N is different when computing different time-domain stabilities.

5.1.12.6.2.5
Computation of TF
The tonality features are computed with the spectrum amplitudes. More specifically, they are obtained by computing the correlation coefficient of the amplitude difference of two adjacent frames, or with a further smoothing of the correlation coefficient, in the following steps:
a) Compute the spectrum-amplitude difference of two adjacent spectrum amplitudes in the current frame
. If the difference is smaller than 0, set it to 0.
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b) Compute the correlation coefficient between the non-negative amplitude difference of the current frame obtained in Step a) and the non-negative amplitude difference of the previous frame to obtain the first tonality features as follows:
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where 
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 is the amplitude difference of the previous frame.

Various tonality features can be computed as follows:
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where 
[image: image39.wmf]]
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 are tonality features of the previous frame.
5.1.12.6.3
Computation of SNR parameters

The SNR parameters of the current frame are computed with the background energy estimated from the previous frame, the energy parameters and the energy of the SNR sub-bands of the current frame.
The SNR of all sub-bands is computed by:
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The average total SNR of all sub-bands is computed by:
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where N is number of the most recent frames and 
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 is 
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of the ith frame.
The frequency-domain SNR is computed by:
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where 
[image: image45.wmf]snr
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 is the number of SNR sub-band and 
[image: image46.wmf])

(

i

SNR

sub

is the SNR of the ith sub-band by:
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The first long-time SNR is computed by:
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The computation method of 
[image: image49.wmf]]

1

[

_

-

active

lt

E

and 
[image: image50.wmf]]

1

[

_

-

inactive

lt

E

 can be found in subclause 5.1.12.6.6.

The second long-time SNR is obtained by accordingly adjusting a parameter 
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where:
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where 
[image: image55.wmf]0
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 is the long-time background spectral centroid. If the current frame is active frame and the background-update flag is 1, the long-time background spectral centroid of the current frame is updated as follows:
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where 
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 is the long-time background spectral centroid of the previous frame.

The initial long-time frequency-domain SNR of the current frame 
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 is computed by:
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where 
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 counter when the current frame is pre-decided as inactive sound. The superscript [-1] denotes the previous frame. The details of computation can be found in Steps e) and i) of subclause 5.1.12.6.6.

The smoothed average long-time frequency-domain SNR is computed by:
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The long-time frequency-domain SNR is computed by:
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where MAX_LF_SNR is the maximum of 
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SNR

 .
5.1.12.6.4
Decision of background music

With the energy features, 
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, and 
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  of the current frame, the tonality signal flag of the current frame is computed and used to determine whether the current frame is tonal signal. If it is a tonal signal, the current frame is music and the following procedure is carried out:
a) Suppose the current frame is a non-tonal signal, and a flag 
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 is used to indicate whether the current frame is a tonal frame. If 
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b) If 
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 is greater than 0.86., go to Step c). Otherwise, go to Step d).
c) Verify the following three conditions:

(1) The time-domain stability feature 
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(2) The spectral centroid feature 
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(3) One of three spectral flatness features is smaller than its threshold, 
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If all the above conditions are met, the current frame is considered as a tonal frame and the flag 
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d) Update the tonal level feature 
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 according to the flag 
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. The initial value of 
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  is set in the region [0, 1] when the active-sound detector begins to work.
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Where 
[image: image88.wmf]]

0

[

tonal

l

 and 
[image: image89.wmf]]

1

[

-

tonal

l

 are respectively the tonal level of the current frame and the previous frame.

e) Determine whether the current frame is a tonal signal according to the updated 
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If 
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 is greater than 0.5, the current frame is determined as a tonal signal. Otherwise, the current frame is determined as a non-tonal signal.
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5.1.12.6.5
Decision of background update flag

The background update flag is used to indicate whether the energy of background noise is updated and its value is 1 or 0. When this flag is 1, the energy of background noise is updated. Otherwise, it is not updated.
The initial background update flag of the current frame is computed by using the energy features, the spectral centroid features, the time-domain stability features, the spectral flatness features, and the tonality features of the current frame. The initial background update flag is updated with the VAD decision, the tonality features, the SNR parameters, the tonality signal flag, and the time-domain stability features of the current frame to obtain the final background update flag. With the obtained background update flag, background noise is detected.
First, suppose the current frame is background noise. If any one of the following conditions is met, the current frame is not noise signal.
a) The time-domain stability 
[image: image94.wmf])
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 > 0.12;
b) The spectral centroid 
[image: image95.wmf])
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 > 4.0 and the time-domain stability 
[image: image96.wmf])
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c) The tonality feature 
[image: image97.wmf])

1

(

T

F

 > 0.5 and the time-domain stability 
[image: image98.wmf])
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 > 0.1;
d) The spectral flatness of each sub-band or the average obtained by smoothing the spectral flatness is smaller than its specified threshold, or one of three spectral flatness features is smaller than its threshold: 
[image: image99.wmf]8
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e) The energy of the current frame 
[image: image100.wmf]f

E

  is greater than a specified threshold: 
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f) The tonality features 
[image: image105.wmf]T
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 are greater than their corresponding thresholds: 
[image: image106.wmf])
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>0.60 OR 
[image: image107.wmf])
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g) The initial background update flag can be obtained in Steps a) - f). The initial background update flag is then updated. When the SNR parameters, the tonality features, and the time-domain stability features are smaller than their corresponding thresholds : 
[image: image108.wmf]f
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 <0.3 AND 
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SNR

<1.2 AND
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[image: image112.wmf]SAD
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[image: image113.wmf]signal
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 are set to 0, the background update flag is updated to 1.
5.1.12.6.6
SAD3 Pre-decision
The SAD3 decision 
[image: image114.wmf]3
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f

is computed with the tonality signal flag, the SNR parameters, the spectral centroid features, and the energy features. The SAD3 decision is made in the following steps:
a) Obtain the second long-time SNR 
[image: image115.wmf]lt

SNR

 by computing and adjusting the ratio of the average energy of long-time active frames to the average energy of long-time background noise for the previous frame;
b) Compute the average of 
[image: image116.wmf]t

SNR

for a number of recent frames to obtain 
[image: image117.wmf]flux
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;
c) Compute the SNR threshold for making SAD3 decision, denoted by
[image: image118.wmf]f
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, with the spectral centroid features 
[image: image119.wmf]SC
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 , the second long-time SNR 
[image: image120.wmf]lt
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, the long-time frequency-domain SNR 
[image: image121.wmf]lf

SNR

, the number of previous continuous active frames 
[image: image122.wmf]1
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 , and the number of previous continuous noise frames 
[image: image123.wmf]ns
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. Set the initial value of 
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[image: image125.wmf]lt
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. First, adjust 
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 with the spectral centroid features, if the spectral centroids are located in the different regions, an appropriate offset may be added to
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. Then, 
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[image: image130.wmf]ns

continuous

N

_

, 
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. When 
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_

sp

continuous

N

  is greater than its threshold, the SNR threshold is appropriately decreased. When 
[image: image134.wmf]ns
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 is greater than its threshold, the SNR threshold is appropriately increased. If 
[image: image135.wmf]lt
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 is greater than a specified threshold, the SNR threshold may be accordingly adjusted.
d) Make an initial VAD decision with the SAD3 decision threshold 
[image: image136.wmf]f
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 and the SNR parameters such as 
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SNR

 and 
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 of the current frame. First 
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 is set to 1. The initial VAD decision can be used to compute the average energy of long-time active frames 
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 . The value of 
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 is used to make SAD3 decision for the next frame.
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where 
[image: image147.wmf]]

0

[

_

sum

fg

E

 and 
[image: image148.wmf]]

0

[

fg

N

 is computed by:



[image: image149.wmf]otherwise

f

if

E

E

E

E

SAD

sum

fg

f

sum

fg

sum

fg

1

 

 

3

]

1

[

_

]

0

[

]

1

[

_

]

0

[

_

=

ï

î

ï

í

ì

+

=

-

-


(272)




[image: image150.wmf]ï

î

ï

í

ì

=

+

=

-

-

otherwise

f

if

N

N

N

SAD

fg

fg

fg

1

 

 

1

3

]

1

[

]

1

[

]

0

[


(273)


e) Update the initial SAD3 decision according to the tonality signal flag, the average total SNR of all sub-bands, the spectral centroids, and the second long-time SNR. If the tonality signal flag 
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 is 1, 
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If 
[image: image158.wmf]flux
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 >(B+ 
[image: image159.wmf]lt
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 *A),  where A and B are two constants, 
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 is set to 1. If any one of the following conditions is met:
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[image: image163.wmf]3
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 is to 1. Where 
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 are the thresholds.
f) Update the number of hangover frames for active sound according to the decision result, the long-time SNR, and the average total SNR of all sub-bands for several previous frames, and the SNR parameters and the SAD3  decision for the current frame; See subclause 5.1.12.6.7 for details;

g) Add the active-sound hangover according to the decision result and the number of hangover frames for active sound of the current frame to make the SAD3 decision;
h) Make a combined decision with 
[image: image167.wmf]SAD
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 and 
[image: image168.wmf]3
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. The output flag of the combined decision is namely combined
[image: image169.wmf]SAD
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. See subclause 5.1.12.7;
i) After Steps g) and h), the average energy of long-time background noise, denoted by
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, can be computed with the SAD decisions combined 
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. 
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where 
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The functions of the Pre-decision module are described in Steps a) - e) in this subclause.
5.1.12.6.7
SAD3 Hangover
The long-time SNR and the average total SNR of all sub-bands are computed with the sub-band signal (See subclause 5.1.12.6.2.1 and 5.1.12.6.3). The current number of hangover frames for active sound is updated according to the SAD3 decision of several previous frames, 
[image: image186.wmf]org
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, 
[image: image187.wmf]flux
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 , other SNR parameters, and the SAD3 decision of the current frame. The precondition for updating the current number of hangover frames for active sound is that the flag of active sound indicates that the current frame is active sound. If both the number of previous continuous active frames 
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 from the minimum number of continuous active frames. Suppose the minimum number of continuous active frames is 8. The updated number of hangover frames for active sound, denoted by 
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Otherwise, if both 
[image: image194.wmf]flux
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 > 0.9 and 
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 > 50, the number of hangover frames for active sound is set according to the value of 
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. Otherwise, this number of hangover frames is not updated.
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 is set to 0 for the first frame. When the current frame is the second frame and the subsequent frames, 
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If the previous combined 
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If the previous combined 
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 is 0, 
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5.2.2.1.1
LSF weighting function

For frame-end LSF quantization, the weighting given by equation (481)  is defined by combining the magnitude weighting, frequency weighting, IHM and squared IHM.
As shown in figure 19, since the spectral analysis and LP analysis use similar temporal sections, the FFT spectrum of the second analysis window can be reused to find the best weighting function for the frame-end LSF quantizer.
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Figure 19: LSF weighting computation with FFT spectrum
Figure 20 is a block diagram of a spectral analysis module that determines a weighting function. The spectral analysis computation is performed by a pre-processing module and the output is a linear scale spectrum magnitude which is obtained by FFT.
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Figure 20: Block diagram of LSF weighting computation
In the Normalization block, the LSFs are normalized to a range of 0 to 
[image: image206.wmf]K

-1. The LSFs generally span the range of 0 to 
[image: image207.wmf]p

. For a 12.8 kHz internal sampling frequency, 
[image: image208.wmf]K

 is 128 and for a 16 kHz internal sampling frequency, 
[image: image209.wmf]K

 is 160.

The Find magnitude weighting for each normalized LSF block determines the magnitude weighting function 
[image: image210.wmf])
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 using the spectrum analysis information and the normalized LSF.

The magnitude weighting function is determined using the magnitude of the spectral bins corresponding to the frequency of the normalized LSFs and the additional two magnitudes of the neighbouring spectral bins (+1 and -1 of the spectral bin corresponding to the frequency of the normalized LSFs) around the spectral bin.

The spectral magnitude is obtained by a 128-point FFT and its bandwidth corresponds to the range of 0 to 6400 Hz. If the internal sampling frequency is16 kHz, the number of spectral magnitudes is extended to 160. Because the spectrum magnitude for the range of 6400 to 8000 Hz is missing, the spectrum magnitude for this range will be generated by the input spectrum. More specifically, the average value of the last 32 spectrum magnitudes which correspond to the bandwidth of 4800 to 6400 Hz are repeated to fill in the missing spectrum.

The final magnitude function determines the weighting function of each magnitude associated with a spectral envelope by extracting the maximum magnitude among the three spectral bins.
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where Min is the minimum value of 
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where 
[image: image214.wmf]M

=16 and the 
[image: image215.wmf])

(

max

n

E

 is the maximum magnitude among the three spectral bins for each LSF.

In the Find frequency weighting for each normalized LSF block, the frequency weighting function 
[image: image216.wmf])

(

2

n

W

 is determined by using frequency information from the normalized LSF.

The function determines the weighting function of each frequency using the predetermined weighting graph which is selected by using the input bandwidth and coding mode. There are two predetermined weighting graphs, as shown in figure 21, which are determined by perceptual characteristics such as Bark scale and a formant distribution of the input signal.


The function corresponding to graph (a) in figure 21 is as follows.
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The function corresponding to graph (b) in figure 21 is as follows.
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Figure 21: Frequency weighting functions
Next, the FFT weighting function 
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 is determined by combining the magnitude weighting function and the frequency weighting function. Computing the FFT weighting function 
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 for frame-end LSF quantization is performed as follows:
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The FFT weighting function uses different types of frequency and magnitude weighting functions depending on frequency bandwidth (NB, WB or WB16 kHz) and coding modes (UC or others such as VC, GC, AC, IC and TC).

Along with the FFT weightings 
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, another weighting function called the inverse harmonic mean (IHM) is computed and defined as:


[image: image226.wmf]n

n

n

n

IHM

lsf

lsf

lsf

lsf

n

W

-

+

-

=

+

-

1

1

1

1

)

(

,  n=0,…,M-1
(478)

The LSFs 
[image: image227.wmf]n

lsf

are normalized between 0 and 
[image: image228.wmf]p

, where the first and the last weighting coefficients are calculated with this pseudo LSFs 
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and 
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. M is the order 16 of the LP model.
IHM approximates the spectral sensitivity of LSFs by measuring how close adjacent LSFs come. If two LSF parameters are close together the signal spectrum has a peak near that frequency. Hence a LSF that is close to one of its neighbours has a high scalar sensitivity and should be given a high weight. The sensitivity of close neighbours LSF is even enhanced by computing the squared of IHM:
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The three set of weightings, 
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 are gathered  into an M by 4 matrix as follows:
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The set of weightings are combined linearly by multiplying the matrix E by a constant column vector P of dimension M:
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The vector P is different for NB, WB/SWB at internal sampling rate 12.8 kHz and WB/SWB at internal sampling rate 16 kHz. The vectors P are derived off-line over a training data by minimizing the distance of the linear combination W and the weightings derived mathematically based on Gardner and Rao method, weightings near-optimal but too complex for being computed on-line compared to a heuristic approach.

5.2.6.1.4.1
LSP Interpolation at 13.2 kbps and 16.4 kbps

LSP interpolation is employed to smooth the SWB TBE LSP parameters at 13.2 kbps and 16.4 kbps. When the bit rate of operation is 13.2 kbps or 16.4 kbps, the similarity of signal characteristics of the current frame and the previous frame are analysed to determine whether they meet the Preset Modification Conditions (PMCs) or not. The PMCs denote if the PMCs are met, then a first set of correction weights are determined from the Linear Spectral Frequency (LSF) differences of the current frame and the LSF differences of the previous frame. Otherwise a second set of correction weights are set with constant values that lie in the range 0.0 to 1.0. The LSPs are then interpolated using the appropriate set of correction weights. The PMCs are used to determine whether the signal characteristic of the current frame and the previous frame is close or not.
The PMCs are determined by first converting the linear prediction coefficients (LPCs) to reflection coefficients (RCs) as follows using a backwards Levinson Durbin recursion. For a given N-th order LPC vector[image: image237.wmf]]
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which yields the reflection coefficient vector [image: image241.wmf])]
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A spectral tilt parameter [image: image242.wmf]para
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The PMCs are then determined from the spectral tilts of the current frame and the previous frame along with the coding types of the current and the previous frames. In the case that the current frame is a transition frame, the PMCs are  by default not met.
In order to determine that the current frame is not a transition frame requires the following steps:
1) Determining whether there is a change from a fricative frame to a non-fricative frame. Specifically, if the tilt of the previous frame is greater than a tilt threshold value of 5.0 and the coder type of the frame is a transient, or the tilt of the previous frame is greater than a tilt threshold value of 5.0 and the tilt of the current frame is smaller than a tilt threshold value of 1.0 then the frame is a transition frame.
2) Determining whether there is a change from a non-fricative frame to a fricative frame. Specifically, if the tilt of the previous frame is smaller than a tilt threshold value of 3.0 and the coder type of the previous frame is equal to one of the four types of VOICED, GENERIC, TRANSITION or AUDIO, and the tilt of the current frame is greater than a tilt threshold value of 5.0 then again the frame is a transition frame
3) The current frame is not a transition frame if both 1) and 2) are not met, and then the PMCs are met.
When the PMCs are met, the first set of correction weights are defined as follows
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where the [image: image246.wmf]9
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where the[image: image250.wmf]9
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are the LSFs of the previous frame.
When the PMCs are not met, the second set of correction weights is used and these are set to 0.5 as follows:
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The correction weights [image: image254.wmf]9
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are finally used in the interpolation between the LSPs of the current frame and the LSPs of the previous frame, it is described as follows:
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where [image: image257.wmf]9
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are the interpolated LSPs. The interpolated LSPs are used to encode the current frame.
The interpolated LSPs are then converted back to LSFs，further the LSFs are converted into LP coefficients.
5.2.6.1.11
Envelope modulated noise mixing

To the whitened excitation, a random noise vector whose amplitude has been modulated by the envelope of the whitened excitation is mixed using a mixing ratio that is dependent on the extent of voicing in the low band.
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In SWB mode, the factors [image: image264.wmf]1
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 are calculated using the voicing factors, [image: image266.wmf] 
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However, for bit rates 16.4 kb/s and 24.4 kb/s and if TBE was not used in the previous frame, [image: image274.wmf]1
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In WB mode, the factors [image: image282.wmf]1
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. In SWB mode, for bit rates 24.4 kbps and 32 kbps, the mix factors are estimated based on both the low band voice factor, [image: image292.wmf]i

Vf

, and the high band closed-loop estimation, where


[image: image293.wmf]5

,

4

,

3

,

2

,

1

,

_

_

*

=

=

i

fac

adjust

HB

Vf

Vf

i

i
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The whitened excitation is then de-emphasized with [image: image302.wmf]68
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 which is the pre-emphasised effect since the used spectrum is flipped.
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If the lowband coder type is unvoiced, the excitation [image: image304.wmf](

)

n

rn

wht

 is first rescaled to match the energy level of the whitened excitation [image: image305.wmf](
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where




[image: image308.wmf](

)

(

)

(

)

(

)

å

å

=

=

=

319

0

2

319

0

2

n

wht

n

wht

n

rn

n

scale

e


(718)

And then pre-emphasised with [image: image309.wmf]m

=0.68 to generate the final excitation which is the de-emphasised effect since the used spectrum is flipped.
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If the lowband coder type was not un-voiced, the final excitation is calculated as
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for each sample index 
[image: image313.wmf]n

 within subframe 
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.
For bit rates less than 24.4 kb/s, the mixing parameters [image: image315.wmf]1
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 are estimated as,
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For bit rates 24.4 kb/s and 32 kb/s, the mixing parameters [image: image321.wmf]1

a

, 
[image: image322.wmf]2
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are estimated for as follows:
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where the parameter [image: image327.wmf]formant

fac

 is defined in equation (731).
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 is then de-emphasised to generate the final excitation.

5.2.6.1.13
Post processing of the shaped excitation

The shaped excitation [image: image329.wmf])
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is the synthesized high band signal which is generated by passing the excitation signal  [image: image330.wmf])
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 through the LPC synthesis filter. The excitation signal  [image: image331.wmf])
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 is determined by the low band model parameters and the coefficients of the LPC synthesis filter are determined by the high band model parameters. A short-term post-filter is applied to the synthesized high band signal to obtain a short-term post-filtered signal. Comparing with the shape of the spectral envelope of the synthesized high frequency band signal, the shape of the spectral envelope of the short-term post-filtered signal is closer to the shape of the spectral envelope of the high-frequency band signal. The short-term post-filter includes a pole-zero filter, the coefficients of the pole-zero filter are set by the set of high band model parameters. It is described as follows:
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controlling the degree of the short-term post‑filtering. 
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 are the quantized LPC coefficients. The factors[image: image340.wmf]b
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are calculated according to:
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where [image: image343.wmf]formant

fac

 is parameter that jointly controls envelope shape and excitation noisiness. It is based on the spectral tilt, determined by the LPC coefficient[image: image344.wmf]SHB
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where [image: image346.wmf]past
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 is the past value of [image: image347.wmf]formant
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 .
….
5.2.6.1.14.1
Initialization estimation of temporal gain shape for WB mode
The frame is divided into eight segments, and the energy envelope of each segment is calculated, then the 4 gain shapes are calculated from the calculated 8 energy envelopes.
The energy envelopes of the eight segments of the target signal and the shaped excitation signal are calculated as follows:
Asymmetric windows are applied to the first and the eighth segments,
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And symmetric windows are applied to the segments from the second to the seventh.

[image: image350.wmf]7

,...,

2

,

)

)

1

10

*

2

(

*

)

10

*

(

(

)

)

1

(

*

)

10

*

(

(

2

19

10

2

9

0

)

(

=

-

-

+

+

+

+

=

å

å

=

=

j

n

swin

n

j

S

n

swin

n

j

S

n

Tar

HB

n

Tar

HB

j

Tar

j


(741)

[image: image351.wmf]7

,...,

2

,

)

)

1

10

*

2

(

*

)

10

*

(

ˆ

(

)

)

1

(

*

)

10

*

(

ˆ

(

2

19

10

2

9

0

)

(

=

-

-

+

+

+

+

=

å

å

=

=

j

n

swin

n

j

s

n

swin

n

j

s

n

n

j

ShE

e

e

j


(742)
Four high band gain shapes are then calculated by combining pairs of energy envelopes as follows
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The asymmetric windows are determined by the number of look head samples and the number of segments. The asymmetric window and the symmetric windows are described as follows, the number of look-ahead samples is 5.
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Figure 50: Asymmetric window and symmetric window
The variable  [image: image355.wmf])
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is tabulated in table 59 below:
Table 59: Window for highband gain shape calculation
	Index
	Value

	0
	0.0

	1
	0.15643448

	2
	0.30901700

	3
	0.45399052

	4
	0.58778524

	5
	0.70710677

	6
	0.80901700

	7
	0.89100653

	8
	0.95105654

	9
	0.98768836

	10
	1.0


5.3.4.1.3.3.2
Resized Huffman coding mode

Resized Huffman coding is applied to the adjusted differential indices. In this method, the span of the differential indices is reduced while being able to perfectly reconstruct the differential indices. Based on the newly modified differential indices obtained from equation (1040), number of bits consumed for coding the new differential indices [image: image357.wmf])
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5.3.4.1.4.1.4.4.2
Limited-band mode
For the SWB case, bandwidth, 
[image: image359.wmf])
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k

width

, is more than 50 bins for the last four bands (i.e. b=18 to 21 in 13.2 kbps and b=20 to 23 in 16.4 kbps). At low bit-rates, such wide bandwidth would result in insufficient quantization performance. Therefore, a limited-band mode is introduced for achieving efficient encoding. In the limited-band mode, only the vicinity of a perceptually important spectrum in each band is targeted to be quantized, i.e., outside the vicinity in each band is not targeted to be quantized. This is realized by the following principle. A bandwidth is adaptively shortened if the maximum amplitude spectrum frequency falls into a range of frequencies around the maximum amplitude spectrum frequency in the previous frame. The difference between the maximum amplitude spectrum frequencies for the current and previous frame is calculated. When it is smaller than a threshold, the limited-band mode is used for such band. The frequency position of the maximum amplitude spectrum is searched for each of the four bands. The position for the previous frame is stored in a memory, which was searched using the quantized MDCT spectrum (i.e. decoded MDCT spectrum) in the previous frame. The position for the current frame is searched using the MDCT spectrum calculated from the input signal in the current frame. When the limited-band mode is selected, the targeted band is limited to the vicinity of the maximum amplitude spectrum frequency of the previous frame. The range of the vicinity is 15 or 31 spectrum bins depending on coding bit-rate and band index. One bit is used for indicating whether the limited band mode is used when tonality flag is set to “1”.
The limited-band mode can be used only in the case where the corresponding previous band was quantized by TCQ.
5.3.4.1.4.1.5.1.3
LSB TCQ for USQ
The aim of the LSB TCQ for USQ is to use the advantages of both quantizers (USQ and TCQ) in one scheme and exclude the path limitation from the TCQ. Conceptually the LSB coding of the quantized data is shown in figure 72.
…

The residual array is quantized by TCQ with code rate ½ known (7,5)8 code:
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Figure 75: Trellis structure for the 4 states TCQ
Quantization using TCQ is performed for the first [image: image361.wmf]AMP

TCQ

_

2

×

 magnitudes. After quantization the path metrics are checked and the best one selected. For lossless coding the data for the best trellis path is stored in separate array while the trace back procedure is performed. The constant [image: image362.wmf]AMP

TCQ

_

 was defined as 10, which allows up to 20 magnitudes per frame to be encoded.
The trellis path data is encoded by the arithmetic encoder as equi-probable symbols. The path data is binary sequence which is encoded using an arithmetic encoder with a uniform probability model.
The quantized spectral data produced by the USQ are encoded by the same method as described in subclause 5.3.4.1.4.1.5.1.2
The quantized MDCT coefficients are de-normalized using the quantized band energies.
Finally, as described in subclause 5.3.4.1.4.1.4.4.1, quantization of fine gain adjustment is performed on the dominant bands. The inner product between target MDCT coefficients and the de-normalized quantized MDCT coefficients is calculated, and fine gain adjustment factor is calculated by dividing the inner product by the energy of the de-normalized quantized MDCT coefficients. The fine gain adjustment factor is quantized by a 1-bit scalar quantizer.
5.3.4.1.4.1.5.3.1
PFSC overview
Pitch filtering spectrum coding is applied only for the SWB and FB signals.

To encode and decode high frequency MDCT coefficients, PFSC utilizes both decoded MDCT coefficients which is the output of “TCQ”, “De-norm and Fine gain SQ” blocks in Figure 66 and noise-filled low-frequency decoded MDCT coefficients. The band which is encoded by PFSC is determined through the bit-allocation process described in the previous subclauses. In the PFSC, the four highest bands are the high-frequency bands, and the other bands lower than the high-frequency bands are the low-frequency bands. For example, in Table 108, the low-frequency bands are 
[image: image363.wmf]b

=0 to 17, and the high-frequency bands are 
[image: image364.wmf]b

=18 to 21, for the 13.2 kbps.
For each band, the most similar match with the selected similarity criteria is searched from the TCQ-quantized and envelope normalized low-frequency content (i.e., the envelope normalized version of the decoded MDCT coefficients in the low-frequency bands). The most similar match is scaled with a scaling factor calculated using the quantized band energy to obtain the synthesized high frequency content.
5.3.4.1.4.1.5.3.2
Envelope normalization
In a manner similar to G.718 Annex B, quantized low-frequency content is normalized with its envelope. However, the TCQ-quantized low-frequency content (which is the decoded low-frequency content before the noise filling) is a sparse pulse sequence, and a normalization process is therefore used to flatten the low-frequency content.
The low-frequency content is normalized by dividing it by the maximum amplitude value in each sub-band. Here, the sub-band configuration is special and used only for this normalization. Each sub-band consists of 12 MDCT coefficients. By performing this process, each sub-band will have the same maximum amplitude value, and the low-frequency content can therefore be converted to an MDCT coefficient sequence whose spectral characteristic is flat and smoothed.
The envelope normalization (or smoothing) process is separately performed on the TCQ-quantized low-frequency content and the filled low-frequency noise content, respectively. And the amplitude of the normalized noise content is adaptively scaled according to the sparseness of the TCQ-quantized low-frequency content. The sparseness is calculated by dividing the number of non-zero spectrum in the TCQ-quantized low-frequency content by the bandwidth of the low-frequency content. A threshold is calculated using the sparseness and used for removing low amplitude TCQ-quantized low-frequency content and for scaling the maximum amplitude of the noise content. The normalized TCQ-quantized low-frequency content is further modified so that its non-zero content has larger amplitude than the maximum amplitude of the normalized noise content thus dynamic range of the normalized TCQ-quantized low-frequency content is modified for better matching with a targeted high-frequency spectrum. Finally, the scaled low-frequency noise content and the modified TCQ-quantized low-frequency content are added for generating envelope normalized spectrum (MDCT coefficients). If the generated spectrum becomes zero, such spectrum component is replaced with a randomly generated noise whose maximum amplitude is limited to the half of the maximum amplitude of the scaled noise component.
A block diagram of this envelope normalization is shown in Figure 98 of subclause 6.2.3.1.3.1.4.3.3. In Figure 98, all processing blocks except ‘Lag info. decoding’ are common to the both sides of encoder and decoder.

5.3.4.1.4.1.5.3.3.2
Matching process
Once the representative MDCT coefficients are selected from the j-th band input MDCT coefficients 
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, a matching process is performed by calculating the correlation between the representative MDCT coefficients and normalized low-frequency MDCT coefficients derived from the envelope normalized MDCT coefficients 
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 calculated in subclause 5.3.4.1.4.1.5.3.2. Since the correlation is calculated only using the selected MDCT coefficients, required computational complexity can be saved.
The task of the matching process is to find k' which maximizes S(k').
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where [image: image368.wmf])
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, [image: image369.wmf])
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 denote the following.
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 : correlation between representative MDCT coefficients and normalized low-frequency MDCT coefficients for the k’-th lag candidate,
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 : energy of normalized low-frequency MDCT coefficients for the k’-th lag candidate
[image: image373.wmf]j
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 : number of lag candidates for the j-th band.
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[image: image380.wmf]j
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 denote the followings.
[image: image384.wmf]j

Ncnt

: selected number of representative MDCT coefficients in the j-th band,
[image: image385.wmf]]
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Idx

j

: frequency position of the k-th representative MDCT coefficient in the j-th band,
[image: image386.wmf]]
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: the k’-th lag candidate for the j-th band,
[image: image387.wmf]j

k

: starting frequency position of normalized low-frequency MDCT coefficients for the j-th band.
The lag candidates are defined as the frequency positions of non-zero normalized low-frequency spectrum. Therefore [image: image388.wmf]]
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lag
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 means the k’-th non-zero normalized low-frequency MDCT coefficients frequency position in the j-th band search range. The j-th sub-band search range is started at[image: image389.wmf]j

k

, which is defined as offsets from the zero frequency point of the low-frequency spectrum. [image: image390.wmf]j

k

= {0, 0, 64, 64}
By using this lag candidate representation, even when the bit budget for the lag information is small, actual lag search range can be wide, and it enables to guarantee to generate candidate spectra which have at least one non-zero spectrum.
Figure 76 shows a conceptual block diagram of the matching process. For the lag search, only the TCQ quantized component is used as the low-frequency MDCT coefficients while both of the TCQ-quantized and noise-filled low-frequency MDCT coefficients are used for generating high-frequency spectrum and calculating the scaling factors.
The best k', which maximizes S(k'), is packed into the bit stream as an encoded parameter of the best lag candidate.
5.3.4.1.4.1.5.3.3.3
Scaling and noise smoothing
Once the best match has been found through the matching process, scaling factors are calculated for the searched bands using the quantized band energies. Each scaling factor is calculated as the square root of the quotient of each quantized band energy divided by its corresponding band enegy of a generated high-frequency spectrum. The band energy of the generated high-frequency spectrum is equal to 
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 for the selected 
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 and is calculated according to equation (1109). The calculated scaling factors are attenuated by the scaling factor of 0.9.
Inter-frame smoothing process is applied on the generated high-frequency noise components. The generated MDCT coefficients whose amplitudes are below a threshold calculated using the sparseness of the TCQ-quantized low-frequency components are targeted for the smoothing process. When the energy of the targeted components in the previous frame is sufficiently less than current band energy, relatively strong smoothing is applied, while relatively weak smoothing is applied in other cases (i.e. current band energy is not sufficiently larger than the noise energy in the previous frame). The smoothing is performed on the energy of the targeted (noise) components.Then the smoothened energy of the noise components is divided by the energy of the noise components for calculating the final scaling factor in the smoothing process. The final scaling factor is applied to the noise components to obtain smoothened MDCT coefficients for the noise components.

Local decoding at the encoder side is necessary for switching to non-MDCT-based modes. For the local decoding, the noise-filling process is performed between the “De-norm. & Fine gain SQ” and the “PFSC” blocks in Figure 66.
5.3.4.1.4.3.3.3.3
Band Search

The high-frequency region of [image: image393.wmf])
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with width hfw is divided into four bands as follows
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where [image: image395.wmf])
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 is the input MDCT spectrum, [image: image396.wmf]start

hf

 is the starting position of high frequency, high frequency width is represented as [image: image398.wmf]width

hf

 and its corresponding values are according to table 123. The values of band widths [image: image399.wmf]i
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 corresponding to index i and offsets [image: image400.wmf]i
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 are according to tables 124 and 125.
Table 123: High frequency width and starting position

	Bitrate in kbps
	[image: image401.wmf]start

hf


	[image: image402.wmf]width

hf



	13.2
	256
	312

	16.4
	300
	340


Table 124: High frequency band width and offsets for 13.2 kbps
	Index i
	[image: image403.wmf]i
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	[image: image404.wmf]i
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	0
	56
	0

	1
	100
	56

	2
	100
	156

	3
	56
	256


Table 125: High frequency band width and offsets for 16.4 kbps

	Index i
	[image: image405.wmf]i
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	[image: image406.wmf]i
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	0
	60
	0

	1
	110
	60

	2
	110
	170

	3
	60
	280
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 which defines from where the best match is searched.
The start position [image: image409.wmf]i
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 and the width [image: image410.wmf]i
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 of each sub-band are set as follows:


[image: image411.wmf]ï

ï

î

ï

ï

í

ì

=

+

=

-

=

1

,

2

210

0

,

2

120

i

lags

i

lags

k

i

i

i


(1147)


[image: image412.wmf]ï

ï

î

ï

ï

í

ì

=

+

=

+

=

ï

î

ï

í

ì

=

-

=

+

=

1

,

2

0

,

2

1

,

0

,

i

lags

SB

i

lags

SB

w

and

i

w

k

i

w

k

k

i

i

width

i

i

width

i

i

i

i

i

i

end


(1148)
where [image: image413.wmf]1
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is the number of search positions and it is calculated according to
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where the number of bits [image: image416.wmf]1
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 is reserved for the band search for index i.

The best match is searched for every band i ,in order to reduce computational load for calculating correlation, only limited number of input  spectral coefficients are selected and used for the calculation of correlation. The selection of the MDCT coefficients is described in subclause 5.3.4.1.4.1.5.3.3.1.
Once the input spectral coefficients are selected, searching process is performed by calculating the correlation between the input spectral coefficients and normalized low-frequency coefficients derived from the envelope normalized coefficients calculated in subclause 5.3.4.1.4.3.3.3.2. Since the correlation is calculated only using the selected coefficients, required computational complexity can be reduced.
The best match is searched for every band i as follows. The correlation for index k’ is computed as
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where [image: image429.wmf]i

past

BestIdx

is the previous frame best match position for band i
similarly, the energy for index k’ is obtained as
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where [image: image431.wmf])
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 is the energy of the search band [image: image432.wmf])
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for the k’-th lag candidate
The actual similarity measure used is of the form
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The task is to find k’ which maximizes S’(k’). The complexity of the implementation can be reduced by squaring S’(k’), which removes the absolute value signs as well as square root from the denominator as equation (1107). The best match is now searched efficiently for band i using
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where [image: image435.wmf]i
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 is the best match position for band i and if there is no spectral coefficients in the search band then [image: image436.wmf]i
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 value takes according to
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The best match index [image: image438.wmf]i
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 is packed into the bit stream as the parameter[image: image439.wmf]i
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5.3.4.1.4.3.3.3.6
Noise factor

On the decoder side a predicted spectrum [image: image443.wmf])
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 is generated for the high frequency region by using the envelope normalized noise-filled quantized spectrum[image: image444.wmf])
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, which is obtained from subclause 5.3.4.1.4.3.3.3.5. The predicted spectrum is generated for the high frequency region, first by extracting the desired noise components from the 
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 described in subclause 5.3.4.1.4.3.3.3.5 followed by tonal generation using the envelope normalized quantized spectrum 
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. To control the amount of noise inserted in the predicted spectrum at the decoder, a noise factor is computed on the encoder side and quantized using a 2-bit scalar quantizer. The procedure for noise factor calculation is described in this subclause.
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where the starting position of high frequency is represented as[image: image451.wmf]start
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 and high frequency width is represented as[image: image452.wmf]width

hf

. The corresponding values of [image: image453.wmf]width

start

hf

hf

,

 is same as in table 123.

Tonal components in the [image: image454.wmf])

(

k

H

M

 are selected using the values [image: image455.wmf]1

,...,

0

],

[

-

=

cnt

N

j

j

Idx

 obtained in subclause 5.3.4.1.4.3.3.3.3. 
Calculate energy of the selected coefficients according to


[image: image456.wmf]å

-

=

=

=

1

0

2

])

[

(

cnt

N

j

j

M

S

j

Idx

H

Ene




Calculate noise factor using [image: image457.wmf])

(

~

k

H

M

 and [image: image458.wmf])

(

k

H

M

 according to


[image: image459.wmf])

(

log

~

10

H

S

H

fac

Ene

Ene

Ene

N

-

=


(1163)
where [image: image460.wmf]H
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The calculated noise factor Nfac is encoded using a two bit scalar quantizer.

6.1.4.2
Bass post-filter

This clause describes the functionality of the bass post-filter, a low-frequency pitch enhancement procedure, which is closely related to the corresponding procedures in [11].

The main difference compared to the previous standards is that the last step of post filtering is performed in the frequency domain. The reason for this is a different method of resampling from the internal sampling frequency to the output sampling frequency. Instead of time domain resampling (see clause 7.6 in [25]) complex low delay filter bank synthesis is used (see subclause 6.9).
The filter is applied to all LP-based modes up to 32 kbit/s except for NB noisy speech (the level of background noise  > 20).
The bass post-filter uses two-band decomposition and adaptive filtering is applied only to the lower band. This results in a total post-processing that is mostly targeted at frequencies near the first harmonics of the synthesized signal.
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Figure 91: Block diagram of bass post-filter

Figure 91 shows the block diagram of the low-band pitch enhancer. Note that this is a simplified block diagram, which is equivalent to adding the low-pass filtered enhanced signal to the high-pass filtered signal (see subclause 6.1.3 in [11]). The decoded signal, 
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, is then obtained by adding the low-band enhancement signal to the transformed into frequency domain decoded signal
[image: image473.wmf])

(

ˆ

k

S

C

. Resampling to the output sampling frequency and converting into time domain signal, 
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, which is performed by CLDFB synthesis, is not a part of the bass post-filter and is applied for all modes (see subclause 6.9).
The object of the pitch enhancer module is to reduce the inter-harmonic noise in the decoded signal, which is achieved here by a time-varying linear filter described by the following equation:
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where 
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where 
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 is the pitch period of the decoded signal 
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approaches 0, the attenuation between the harmonics produced by the filter of equation (1533) decreases.
The pitch lag parameter 
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 is the received closed-loop pitch lag of the respective subframe. However, this parameter is only accurate for the part of the two-sided long-term prediction of Equation (1534) predicting from the past pitch cycle. The prediction from the future pitch cycle may be less accurate, especially if the pitch lag value is not constant.

Thus, in order to improve the prediction accuracy, in case of voiced onset frames it is preferable to make use of the pitch lag value of the subframe containing the future pitch cycle, i.e., of that subframe whose closed-loop pitch lag points into the present subframe. This requires the availability of pitch lag parameters of a frame following the current frame.

The pitch lag parameter, 
[image: image497.wmf]T

, is further enhanced by means of a pitch tracker which makes the pitch contour smoother and avoids pitch doublings.
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and the energy of the predicted signal is given by
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The factor 
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 is given by
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where 
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 is the mean prediction error energy in dB in the present subframe and k1 takes values of 0.5 or 1 depending on the operating point. The mean prediction error energy, 
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is updated as follows. The long-term prediction error is first computed by
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where k2 equals Cp/Ep or 1 depending on the operating point, and then emphasized in the low frequencies using the relation





[image: image511.wmf])

1

(

9

.

0

)

(

)

(

-

+

=

n

e

n

e

n

e

pp

p

pp


(1539)

The energy of the emphasized error signal is then computed in dB as
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and the mean error energy is then updated in every subframe by
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with initial value 
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The factor 
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 is further adapted to a measure of signal stationarity, which limits the level of inter‑harmonic attenuation when the signal is not in a steady-state mode. The adaptation is based on the stability factor of the current frame, 
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The factor 
[image: image520.wmf]a

, defined in equation (1537), is finally scaled as
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Since larger portions of noise are aurally masked when the signal rapidly changes, the above adaptation gives a better balance between attenuation of quantization noise and signal degradation.

At 16.4 and 24.4 kbps, the factor 
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 is adjusted by decoding the gain adjustment 
[image: image523.wmf]g

a

ˆ

, which is quantized at the encoder (see subclause 5.2.4) and transmitted in the bitstream on 2 bits.
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6.1.5.1.8
Envelope modulated noise mixing
To the whitened excitation, a random noise vector whose amplitude has been modulated by the envelope of the whitened excitation is mixed using a mixing ratio that is dependent on the extent of voicing in the low band.
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In SWB, the factors 
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However, for bit rates 16.4 kb/s and 24.4 kb/s and if TBE was not used in the previous frame, 
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and for 
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In WB mode, the factors 
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A vector of random numbers, 
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The whitened excitation is then de-emphasized with 
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 which is the pre-emphasised effect since the used spectrum is flipped.
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If the lowband coder type is unvoiced, the excitation 
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=0.68 to generate the final excitation which is the de-emphasised effect since the used spectrum is flipped.
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If the lowband coder type was not un-voiced, the final excitation is calculated as
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for each sample index 
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within subframe 
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For bit rates less than 24.4 kb/s, the mixing parameters 
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For bit rates 24.4 kb/s and 32 kb/s, the mixing parameters [image: image580.wmf]1
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, 
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 are 
estimated as follows:
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where the parameter 
[image: image586.wmf]formant
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 is defined in in subclause 5.2.6.1.13.

[image: image587.wmf])

(

1

n

e

 is then de-emphasised to generate the final excitation.



6.1.5.1.12
SHB synthesis

In order to smooth the evolution of the post-processed spectrally shaped highband excitation signal at the frame boundary, the energy ratio between the current frame’s overlap samples and the previous frame’s overlap samples are calculated as below:
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where 
[image: image591.wmf]AD
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 is 20 samples. The tenth-order LPC synthesis performed as described according to subclause 6.1.5.1.9 uses a memory of ten samples, thus there is atleast a ten sample energy propagation from the previous frame into the current frame. When calculating the energy scaling to be applied to the current frame, it should be noted that the first 10 samples of the present frame are considered as a part of previous frame energy. If the voicing factor 
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is greater than 0.75, the numerator in the above equation is attenuated by 0.25. The spectrally shaped high band excitation signal is then modified by the above scaling factor as follows:



[image: image593.wmf]ï

î

ï

í

ì

+

<

£

´

-

+

-

´

<

£

´

=

10

_

_

_

_

),

(

)

10

19

10

29

(

_

_

0

),

(

)

(

LAHEAD

SHB

L

n

LAHEAD

SHB

L

n

b

s

i

i

SclF

LAHEAD

SHB

L

n

n

b

s

SclF

n

b

s

e

e

e


(1580)
For bit rates 24.4 kb/s or higher, gain shape values are then up sampled from 4 values to 16 values as described in below.  First subframe energies from the spectrally shaped highband excitation signal are calculated.
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The interpolated gain shape parameters are obtained as follows
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(depending on the bit rate), the shaped highband excitation signal is scaled. The scaling is performed using overlapping windows as described below:
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where the definition of swin1 is described in section 5.2.6.1.15.  The scaled excitation is then finally multiplied by the quantized frame gain to obtain the highband synthesized signal.
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The overlap portion from the previous frame are then added to the first 20 samples of the current frame of 
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The highband synthesized signal is then used to generate a 32 KHz sampled highband component of the final output decoded speech signal. First the highband synthesized signal is upsampled by 2 using an interpolator. The 
[image: image604.wmf]scaled

syn

 signal is filtered through all-pass filters as per below.
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and
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Table 159: All-pass filter coefficients for interpolation by a factor of 2
	
	All pass coefficients

	b0,1
	0.06056541924291

	b1,1
	0.42943401549235

	b2,1
	0.80873048306552

	b0,2
	0.22063024829630 

	b1,2
	0.63593943961708

	b2,2
	0.94151583095682


And the output samples from both these filters are interlaced to generate the upsampled highband signal. At bitrate of 13.2 and 16.4 kb/s where the 12.8 KHz sampled core is used, the upsampled higband signal is downmixed using a Hilbert operator.
6.2.3.1.3.1.3
Bit allocation

The processing is in the same manner with the one at the encoder side.

Firstly, the fine gain adjustment bits are derived. 

Secondly, the bands of the limited-band mode are identified based on the decoded limited-band mode flags, and their corresponding bandwidths are set if the limited-band mode is used in encoding. As is described in 5.3.4.1.4.1.4.4.2, the band is limited to the vicinity of the maximum amplitude spectrum frequency of the previous frame. The position of the maximum amplitude spectrum frequency of the previous frame is stored in a memory, which was searched using the decoded MDCT spectrum in the previous frame. The information of the limited band (i.e. identified vicinity of the maximum amplitude spectrum frequency position) is output to the TCQ decoder along with the bit budget allocated through the following bit allocation process. 

Thirdly, bands encoded using PFSC are identified based on the decoded tonality flags among the four highest bands and necessary bits (1 or 2 bits) are allocated to each of the identified bands. 
Finally, remaining bits are allocated to other bands based on perceptual importance using the decoded quantized band energies. When there is any band whose assigned bit results in zero in the four bands, such band is re-identified as a PFSC encoding band and the bit allocations are re-calculated.

6.2.3.1.3.1.4.2
Noise-filling

Noise-filling is performed between “De-norm. and Fine gain adj.” and “PFSC decoder” blocks in Figure 94 and the process is the same as the one at the encoder side.

*** End of changes ***

[image: image607.png]CLDFB

Pitch
Period T

+

Analysis

CLDFB
Synthesis

—

Pitch
Tracking

()

z

1(n)!

CLDFB
Analysis

Sour (M)



_1470136967.unknown

_1552906109.unknown

_1571124647.unknown

_1571125148.unknown

_1571125423.unknown

_1571206307.unknown

_1571579759.unknown

_1571579818.unknown

_1571579833.unknown

_1571580228.unknown

_1571579780.unknown

_1571557862.unknown

_1571559854.unknown

_1571560167.unknown

_1571558051.unknown

_1571209077.unknown

_1571492250.unknown

_1571125820.unknown

_1571125905.unknown

_1571125966.unknown

_1571125999.unknown

_1571134001.unknown

_1571125982.unknown

_1571125927.unknown

_1571125889.unknown

_1571125804.unknown

_1571125819.unknown

_1571125441.unknown

_1571125246.unknown

_1571125306.unknown

_1571125332.unknown

_1571125262.unknown

_1571125197.unknown

_1571125210.unknown

_1571125170.unknown

_1571124656.unknown

_1571124660.unknown

_1571124732.unknown

_1571124767.unknown

_1571124661.unknown

_1571124662.unknown

_1571124658.unknown

_1571124659.unknown

_1571124657.unknown

_1571124652.unknown

_1571124654.unknown

_1571124655.unknown

_1571124653.unknown

_1571124650.unknown

_1571124651.unknown

_1571124648.unknown

_1571124639.unknown

_1571124643.unknown

_1571124645.unknown

_1571124646.unknown

_1571124644.unknown

_1571124641.unknown

_1571124642.unknown

_1571124640.unknown

_1571124635.unknown

_1571124637.unknown

_1571124638.unknown

_1571124636.unknown

_1552979158.unknown

_1571123490.unknown

_1571123599.unknown

_1571124634.unknown

_1571123594.unknown

_1570260351.unknown

_1567494622.unknown

_1552906110.unknown

_1470640558.unknown

_1470640586.unknown

_1483191487.unknown

_1527409449.unknown

_1527409451.unknown

_1552906106.unknown

_1537880398.unknown

_1527409450.unknown

_1483191604.unknown

_1483271862.unknown

_1527409448.unknown

_1483247808.unknown

_1483191591.unknown

_1470640708.unknown

_1470640713.unknown

_1483171459.unknown

_1483174574.unknown

_1483170826.unknown

_1470640710.unknown

_1470640704.unknown

_1470640706.unknown

_1470640707.unknown

_1470640705.unknown

_1470640593.unknown

_1470640597.unknown

_1470640703.unknown

_1470640589.unknown

_1470640571.unknown

_1470640579.unknown

_1470640583.unknown

_1470640575.unknown

_1470640564.unknown

_1470640568.unknown

_1470640561.unknown

_1470640528.unknown

_1470640541.unknown

_1470640547.unknown

_1470640551.unknown

_1470640543.unknown

_1470640535.unknown

_1470640538.unknown

_1470640531.unknown

_1470640505.unknown

_1470640518.unknown

_1470640525.unknown

_1470640512.unknown

_1470640515.unknown

_1470640507.unknown

_1470640482.unknown

_1470640490.unknown

_1470640496.unknown

_1470640502.unknown

_1470640493.unknown

_1470640486.unknown

_1470136968.unknown

_1468338532.unknown

_1468410226.unknown

_1468414435.unknown

_1468416969.unknown

_1468421186.unknown

_1470058682.unknown

_1470136963.unknown

_1470136965.unknown

_1470059184.unknown

_1469285168.unknown

_1469285177.unknown

_1469945214.unknown

_1469285180.unknown

_1469285171.unknown

_1469285139.unknown

_1468417682.unknown

_1468417761.unknown

_1468416983.unknown

_1468417085.unknown

_1468415011.unknown

_1468415058.unknown

_1468415262.unknown

_1468416481.unknown

_1468416492.unknown

_1468416228.unknown

_1468415069.unknown

_1468415041.unknown

_1468414533.unknown

_1468414719.unknown

_1468414507.unknown

_1468411186.unknown

_1468412130.unknown

_1468412204.unknown

_1468413371.unknown

_1468413396.unknown

_1468412208.unknown

_1468412136.unknown

_1468412096.unknown

_1468412104.unknown

_1468412109.unknown

_1468412118.unknown

_1468412100.unknown

_1468412023.unknown

_1468412038.unknown

_1468410401.unknown

_1468397081.unknown

_1468409676.unknown

_1468410125.unknown

_1468410175.unknown

_1468410104.unknown

_1468409330.unknown

_1468409671.unknown

_1468409182.unknown

_1468394449.unknown

_1468394754.unknown

_1468396998.unknown

_1468397061.unknown

_1468396408.unknown

_1468396986.unknown

_1468396463.unknown

_1468394764.unknown

_1468394772.unknown

_1468394731.unknown

_1468394738.unknown

_1468394723.unknown

_1468391011.unknown

_1468391065.unknown

_1468393619.unknown

_1468391098.unknown

_1468391013.unknown

_1468391016.unknown

_1468338648.unknown

_1468339440.unknown

_1468340466.unknown

_1468339431.unknown

_1468338544.unknown

_1467990209.unknown

_1468312846.unknown

_1468330170.unknown

_1468334279.unknown

_1468335074.unknown

_1468337712.unknown

_1468337742.unknown

_1468337750.unknown

_1468337731.unknown

_1468337600.unknown

_1468334909.unknown

_1468334924.unknown

_1468334720.unknown

_1468330357.unknown

_1468330837.unknown

_1468334092.unknown

_1468330705.unknown

_1468330201.unknown

_1468328558.unknown

_1468328860.unknown

_1468329450.unknown

_1468328562.unknown

_1468324562.unknown

_1468327736.unknown

_1468327802.unknown

_1468322820.unknown

_1468324231.unknown

_1468322834.unknown

_1468322345.unknown

_1468074099.unknown

_1468096676.unknown

_1468311886.unknown

_1468312841.unknown

_1468312845.unknown

_1468312561.unknown

_1468096678.unknown

_1468097635.unknown

_1468097719.unknown

_1468150191.unknown

_1468097680.unknown

_1468097557.unknown

_1468097596.unknown

_1468096677.unknown

_1468096672.unknown

_1468096674.unknown

_1468096675.unknown

_1468096673.unknown

_1468096670.unknown

_1468096671.unknown

_1468096669.unknown

_1467993511.unknown

_1467993526.unknown

_1467993614.unknown

_1467993663.unknown

_1467993704.unknown

_1467993728.unknown

_1467993726.unknown

_1467993678.unknown

_1467993646.unknown

_1467993582.unknown

_1467993585.unknown

_1467993546.unknown

_1467993573.unknown

_1467993518.unknown

_1467993521.unknown

_1467993515.unknown

_1467990344.unknown

_1467993481.unknown

_1467993508.unknown

_1467993505.unknown

_1467990347.unknown

_1467990230.unknown

_1467990319.unknown

_1467990329.unknown

_1467990266.unknown

_1467990212.unknown

_1467646598.unknown

_1467990094.unknown

_1467990138.unknown

_1467990153.unknown

_1467990205.unknown

_1467990142.unknown

_1467990113.unknown

_1467990135.unknown

_1467990097.unknown

_1467899726.unknown

_1467900043.unknown

_1467990090.unknown

_1467899741.unknown

_1467744627.unknown

_1467748894.unknown

_1467899641.unknown

_1467748944.unknown

_1467745991.unknown

_1467720709.unknown

_1467744626.unknown

_1467731781.unknown

_1467718522.unknown

_1467639756.unknown

_1467640125.unknown

_1467640234.unknown

_1467640254.unknown

_1467641390.unknown

_1467640263.unknown

_1467641323.unknown

_1467640271.unknown

_1467640257.unknown

_1467640246.unknown

_1467640252.unknown

_1467640242.unknown

_1467640211.unknown

_1467640223.unknown

_1467640227.unknown

_1467640217.unknown

_1467640205.unknown

_1467640208.unknown

_1467640201.unknown

_1467640131.unknown

_1467640183.unknown

_1467639894.unknown

_1467640047.unknown

_1467640084.unknown

_1467640104.unknown

_1467640071.unknown

_1467639959.unknown

_1467639977.unknown

_1467639934.unknown

_1467639761.unknown

_1467639891.unknown

_1467639758.unknown

_1467639746.unknown

_1467639751.unknown

_1467639753.unknown

_1467639748.unknown

_1467017697.unknown

_1467639738.unknown

_1467639741.unknown

_1467017716.unknown

_1467017693.unknown

_1467017696.unknown

_1234568027.unknown

_1467017686.unknown

