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5.1.5.2
Energy calculations

The spectral analysis module also calculates several energy-related parameters. For example, an average energy per critical band is computed as
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where
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are, respectively, the real and the imaginary parts of the
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-th frequency bin and 
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 is the index of the first bin in the ith critical band given by
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={1, 3, 5, 7, 9, 11, 13, 16, 19, 22, 26, 30, 35, 41, 47, 55, 64, 75, 89, 107}. Furthermore, energy per frequency bin,
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Finally, the spectral analysis module computes the average total energy for both FFT analyses in a 20 ms frame by summing the average critical band energies
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. That is, the spectrum energy for the first spectral analysis window is computed as
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and, similarly, the second frame energy, denoted as
[image: image11.wmf][1]
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.
The total frame energy (in dB) is computed as the average of the two frame energies. That is
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The total energy per frequency bin (power spectrum) is calculated as
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The output parameters of the spectral analysis module (both spectral analyses), that is the average energy per critical band, the energy per frequency bin and the total energy in dB, are used in several subsequent functions.

Note that, for narrow band inputs sampled at 8 kHz, after sampling conversion to 12.8 kHz, there is no content at both ends of the spectrum. Thus, the lowest critical band as well as the last three critical bands are not considered in the computation of output parameters (only bands from 
[image: image14.wmf]1,...,16
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are considered).

In addition to the absolute frame energy
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, calculated in (27), relative energy of the frame is calculated as the difference between the total frame energy in dB and the long-term active signal energy
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. The relative frame energy is given by
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The long-term active signal energy is updated only during active frames (explained in subclause 5.1.12.5). Note that the long-term active signal energy
[image: image19.wmf]sp

E

is updated only after the signal activity detection module.
5.1.11.2.5
Tonal stability

The tonal stability exploits the harmonic spectral structure of certain musical signals. In the spectrum of such signals there are tones which are stable over several consecutive frames. To exploit this feature, it is necessary to track the positions and shapes of strong spectral peaks. The tonal stability is based on a correlation between the spectral peaks in the current frame and the past frame. The input to the algorithm is an average logarithmic energy spectrum, defined as
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where 
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 is defined in clause 5.1.5.2 and the superscripts [0] and [1] denote the first and the second spectral analysis, respectively. In the following text, the term "spectrum" will refer to the average logarithmic energy spectrum, as defined by the above equation.

The tonal stability is calculated in three stages. In the first stage, indices of local minima of the spectrum are searched in a loop and stored as imin. This is described by the following equation
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The index 0 is added to 
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 if 
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. Let us denote the total number of minima found as Nmin. The second stage consists of calculating a spectral floor and its subtraction from the spectrum. The spectral floor is a piece-wise linear function which runs through the detected local minima. Every piece between two consecutive minima 
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 can be described by a linear function as
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where k is the slope of the line and 
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. The slope is calculated by
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Thus, the spectral floor is a logical connection of all pieces. The leading bins of the spectrum up to 
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 are set to the spectral values themselves, i.e.



[image: image38.wmf]127

,

),

1

(

)

(

)

(

.

1

)

1

(

,

),

0

(

)

(

)

(

1

)

0

(

,

,

0

)

(

)

(

min

min

min

min

min

min

K

K

K

-

=

=

-

-

=

=

-

=

=

N

i

j

j

E

j

F

N

i

i

j

j

f

j

F

i

j

j

E

j

F

dB

dB


(131)

Finally, the spectral floor is subtracted from the spectrum by





[image: image41.wmf])

(

)

(

)

(

,

j

F

j

E

j

E

dB

res

dB

-

=

,     
[image: image42.wmf]127

,

,

0

K

=

j


(132)

and the result is the residual spectrum. The calculation of the spectral floor and its subtraction is illustrated in the following figure.
…
5.1.12
Signal activity detection

In this module active signal is detected in each frame and the main flags for external use are the three flags
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 and the combined 
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. These flags are set to one for the active signal, which is any useful signal bearing some meaningful information. Otherwise, they are set to zero indicating an inactive signal, which has no meaningful information. The inactive signal is mostly a pause or background noise. The three flags represent different trade-offs between quality and efficiency, and are used respectively by various subsequent processing modules.
The entire signal activity detection (SAD) module described in this section consists of three sub-SAD modules. Two of the modules, namely the SAD1 and the SAD2, work on the spectral analysis of the 12.8kHz sampled signal, see subclause 5.1.12.1 and 5.1.12.2 respectively for detailed descriptions. The third module, namely the SAD3, operates on the CLDFB that runs on the input sampling frequency, see subclause 5.1.12.6. A preliminary activity decision, 
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, is first obtained by combining two of the three sub-SAD modules, the SAD1 and SAD2, for input with bandwidth greater than NB, or directly from SAD1 for NB input. This preliminary decision is then further combined with the decision output 
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 of the third sub-SAD module, the SAD3, depending upon the codec mode of operation and the input signal characteristic. The resulting decision is then feed to a DTX hangover module to produce the final output 
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Internally the flag 
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 is used to always produce a flag with DTX hangover whether DTX is on or off. When this no longer is needed and DTX is on 
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 replaces the combined 
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 to reduce the number of variables used externally.
5.1.12.6
SAD3 module
The SAD3 module is shown in Figure 12. The processing steps are described as follows:

a) Extract features of the signal according to the sub-band signals from CLDFB.
b) Calculate some SNR parameters according to the extracted features of the signal and make a decision of background music.
c) Make a pre-decision of SAD3 according to the features of the signal, the SNR parameters, and the output flag of the decision of background music and then output a pre-decision flag.
d) The output of SAD3 is generated through the addition of SAD3 hangover.
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Figure 12: Block diagram of SAD3
5.1.12.6.1
Sub-band FFT
Sub-band FFT is used to obtain spectrum amplitude of signal. Let X[k, l] denote the output of CLDFB applied to the lth sample in the k th sub-band. X[k,l] is converted into a frequency domain representation from the time domain by FFT as follows:
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The spectrum amplitude of each sample is computed in the following steps:
Step 1:  Compute the energy of 
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where 
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Step 2: If k is even, the spectrum amplitude, denoted by 
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, is computed by
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If k is odd, the spectrum amplitude is computed by
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5.1.12.6.2
Computation of signal features
In Pre-decision Energy Features (EF), Spectral Centroid Features (SCF), and Time-domain Stability Features (TSF) of the current frame are computed by using the sub-band signal; Spectral Flatness Features (SFF) and Tonality Features (TF) are computed by using the spectrum amplitude.
5.1.12.6.2.1
Computation of EF
The energy features of the current frame are computed by using the sub-band signal. The energy of background noise of the current frame, including both the energy of background noise over individual sub-band and the energy of background noise over all sub-bands, is estimated with the updated flag of background noise, the energy features of the current frame, and the energy of background noise over all sub-bands of the previous frame. The energy of background noise of the current frame will be used to compute the SNR parameters of the next frame (see subclause 5.1.12.6.3). The energy features include the energy parameters of the current frame and the energy of background noise. The energy parameters of the frame are the weighted or non-weighted sum of energies of all sub-bands.
The frame energy is computed by:
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The energy of sub-band divided non-uniformly is computed by:
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Where 
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 is the sub-band division indices of 
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.  The sub-bands based on this kind of division are also called SNR sub-bands and are used to compute the SNR of sub-band. 
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  is the number of SNR sub-bands.

The energy of sub-band background noise of the current frame is computed by:
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Where 
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 is the energy of sub-band background noise of the previous frame.

The energy of background noise over all sub-bands is computed according to the background update flag, the energy features of the current frame and the tonality signal flag, and it is defined as follows:
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If certain conditions that include at least that the background update flag is 1 and the tonality signal flag 
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Otherwise, 
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Where 
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5.1.12.6.2.3
Computation of SFF
Spectral Flatness Features are the ratio of the geometric mean to the arithmetic mean of certain spectrum amplitude, or this ratio multiplied by a factor. The spectrum amplitude
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, is smoothed as follows:
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where 
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 are the smoothed spectrum amplitude of the current frame and the previous frame, respectively. 
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Then the the smoothed spectrum amplitude is divided into three frequency regions as shown in Table 13  and the spectral flatness features are computed for these frequency regions.
Table 13: Sub-band division for computing spectral flatness

	Spectral flatness number
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The spectral flatness features are the ratio of the geometric mean to the arithmetic mean of the spectrum amplitude or the smoothed spectrum amplitude.
Let 
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+1be the number of the spectrum amplitudes used to compute the spectral flatness feature
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The spectral flatness features of the current frame are further smoothed as follows:
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Where 
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 are the smoothed spectral flatness features of the current frame and the previous frame respectively.
5.1.12.6.2.4
Computation of TSF
The time-domain stability features are the ratio of the variance of the sum of amplitudes to the expectation of the square of amplitudes, or this ratio multiplied by a factor. The time-domain stability features are computed with the energy features of the most recent N frames. Let the energy of the nth frame be 
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By adding together the energy amplitudes of two adjacent frames from the current frame to the Nth previous frame, N/2 sums of energy amplitudes are obtained as
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Where 
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is the energy amplitude of the current frame for k = 0 and 
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the energy amplitude of the previous frames for k < 0.
Then the ratio of the variance to the average energy of the N/2 recent sums is computed and the time-domain stability 
[image: image110.wmf]TS
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 is obtained as follows:
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Note that the value of N is different when computing different time-domain stabilities.

5.1.12.6.2.5
Computation of TF
The tonality features are computed with the spectrum amplitudes. More specifically, they are obtained by computing the correlation coefficient of the amplitude difference of two adjacent frames, or with a further smoothing of the correlation coefficient, in the following steps:
a ) Compute the spectrum-amplitude difference of two adjacent spectrum amplitudes in the current frame
. If the difference is smaller than 0, set it to 0.
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b ) Compute the correlation coefficient between the non-negative amplitude difference of the current frame obtained in Step a) and  the non-negative amplitude difference of the previous frame to obtain the first tonality features as follows:
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where 
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 is the amplitude differece of the previous frame.

Various tonality features can be computed as follows:
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where 
[image: image117.wmf]]
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 are tonality features of the previous frame.
5.1.12.6.3
Computation of SNR parameters

The SNR parameters of the current frame are computed with the background energy estimated from the previous frame, the energy parameters and the energy of the SNR sub-bands of the current frame.
The SNR of all sub-bands is computed by:
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The average total SNR of all sub-bands is computed by:
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where N is number of the most recent frames and 
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 is 
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of the ith frame.
The frequency-domain SNR is computed by:
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where 
[image: image123.wmf]snr
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 is the number of SNR sub-band and  
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The first long-time SNR is computed by:
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The computation method of 
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The second long-time SNR is obtained by accordingly adjusting a parameter 
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where:
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where 
[image: image133.wmf]0
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 is the long-time background spectral centroid. If the current frame is active frame and the background-update flag is 1, the long-time background spectral centroid of the current frame is updated as follows:
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where 
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 is the long-time background spectral centroid of the previous frame.

The initial long-time frequency-domain SNR of the current frame 
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where 
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 counter when the current frame is pre-decided as inactive sound. The superscript [-1] denotes the previsous frame. The details of computation can be found in Steps e) and i) of subclause 5.1.12.6.6.

The smoothed average long-time frequency-domain SNR is computed by:
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The long-time frequency-domain SNR is computed by:
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where MAX_LF_SNR is the maximum of 
[image: image148.wmf]lf
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 .
5.1.12.6.6
SAD3 Pre-decision
The SAD3 decision 
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is computed with the tonality signal flag, the SNR parameters, the spectral centroid features, and the frame energy. 
The SAD3 decision is made in the following steps:
a) Obtain the second long-time SNR 
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 by computing and adjusting the ratio of the average energy of long-time active frames to the average energy of long-time background noise for the previous frame;
b) Compute the average of 
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for a number of recent frames to obtain 
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;
c) Compute the SNR threshold for making SAD3 decision, denoted by
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, with the spectral centroid features 
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d) Make an initial VAD decision with the SAD3 decision threshold 
[image: image172.wmf]f

snr

T

_

 and the SNR parameters such as 
[image: image173.wmf]f

SNR

 and 
[image: image174.wmf]t

SNR

 of the current frame. First 
[image: image175.wmf]3

SAD

f

 is set to 0. If 
[image: image176.wmf]f

SNR

 >
[image: image177.wmf]f

snr

T

_

, or 
[image: image178.wmf]0

.

4

>

t

SNR

 , 
[image: image179.wmf]3

SAD

f

 is set to 1. The initial VAD decision can be used to compute the average energy of long-time active frames 
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where 
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e) Update the initial SAD3 decision according to the tonality signal flag, the average total SNR of all sub-bands, the spectral centroids, and the second long-time SNR. If the tonality signal flag 
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If 
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f) Update the number of hangover frames for active sound according to the decision result, the long-time SNR, and the average total SNR of all sub-bands for several previous frames, and the SNR parameters and the SAD3  decision for the current frame; See subclause 5.1.12.6.7 for details;

g) Add the active-sound hangover according to the decision result and the number of hangover frames for active sound of the current frame to make the SAD3 decision;
h) Make a combined decision with 
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 and 
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. The output flag of the combined decision is namely combined
[image: image204.wmf]SAD
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. See subclause 5.1.12.7;
i) After Steps g) and h), the average energy of long-time background noise, denoted by
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, can be computed with the SAD decisions combined 
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where 
[image: image217.wmf]]

0

[

_

sum

bg

E

 and 
[image: image218.wmf]]

0

[

bg

N

 is computed by:



[image: image219.wmf]otherwise

f

combined

the

and

f

if

E

E

E

E

SAD

SAD

sum

bg

f

sum

bg

sum

bg

0

 

 

 

 

0

 

 

]

1

[

_

]

0

[

]

1

[

_

]

0

[

_

=

=

ï

î

ï

í

ì

+

=

-

-


(279)




[image: image220.wmf]ï

î

ï

í

ì

=

=

+

=

-

-

otherwise

f

combined

the

and

f

if

N

N

N

SAD

SAD

bg

bg

bg

0

 

 

 

 

0

 

 

1

]

1

[

]

1

[

]

0

[


(280)

The functions of the Pre-decision module are described in Steps a) - e) in this subclause.
5.1.12.6.7
SAD3 Hangover
The long-time SNR and the average total SNR of all sub-bands  are computed with the sub-band signal (See subclause 5.1.12.6.2.1 and 5.1.12.6.3). The current number of hangover frames for active sound is updated according to the SAD3 decision of several previous frames, 
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 , other SNR parameters, and the SAD3 decision of the current frame. The precondition for updating the current number of hangover frames for active sound is that the flag of active sound indicates that the current frame is active sound. If both the number of previous continuous active frames 
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Otherwise, if both 
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 is updated according to the previous combined 
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  as follows:

If the previous combined 
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  is 1, 
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 is increased by 1;

If the previous combined 
[image: image236.wmf]SAD
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 is 0, 
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 is set to 0.
5.1.12.7
Final SAD decision

The feature parameters mentioned above are divided into two categories. The first feature category includes the number of continuous active frames
[image: image238.wmf]2

_

sp

continuous

N

, the average total SNR of all sub-bands
[image: image239.wmf]flux

SNR

, and the tonality signal flag 
[image: image240.wmf]signal
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f

_

. 
[image: image241.wmf]flux

SNR

 is the average of SNR over all sub-bands for a predetermined number of frames. The second feature category includes the flag of noise type, the smoothed average long-time frequency-domain SNR 
[image: image242.wmf]smooth

lf

SNR
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 in a predetermined period of time, the number of continuous noise frames, frequency-domain SNR.
First, the parameters in the first and second feature categories and 
[image: image243.wmf]SAD

f

 and 
[image: image244.wmf]3

SAD

f

 are obtained. The first and second feature categories are used for the SAD detection.

The combined decision is made in the following steps:

a) Compute the energy of background noise over all sub-bands for the previous frame with the background update flag, the energy parameters, and the tonality signal flag of the previous frame and the energy of background noise over all sub-bands of the previous 2 frames. Computing the background update flag is described in subclause 5.1.12.6.5.
b) Compute the above-mentioned 
[image: image245.wmf]flux

SNR

 with the energy of background noise over all sub-bands of the previous frame and the energy parameters of the current frame.
c) Determine the flag of noise type according to the above-mentioned parameters 
[image: image246.wmf]org

lt

SNR

_

 and 
[image: image247.wmf]smooth

lf

SNR

_

. First, the noise type is set to non-silence. Then, when 
[image: image248.wmf]org
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 is greater than the first preset threshold and 
[image: image249.wmf]smooth

lf
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 is greater than the second preset threshold, the flag of noise type is set to silence.
Then, the features in the first and second feature categories, 
[image: image250.wmf]3

SAD

f

 and 
[image: image251.wmf]SAD

f

 are used for active-sound detection in order to make the combined decision of SAD.
When the input sampling frequency is 16 kHz and 32 kHz, the decision procedure is carried out as follows:

a) Select 
[image: image252.wmf]3

SAD

f

 as the initial value of the combined
[image: image253.wmf]SAD

f

;

b) If the noise type is silence, and the frequency-domain SNR 
[image: image254.wmf]f

SNR

 is greater than 0.2 and the combined 
[image: image255.wmf]SAD

f

 set 0, 
[image: image256.wmf]SAD

f

 is selected as the output of the SAD, combined 
[image: image257.wmf]SAD

f

 . Otherwise, go to Step c).

c) If the smoothed average long-time frequency-domain SNR is smaller than 10.5 or the noise type is not silence, go to Step d). Otherwise, the initial value of the combined 
[image: image258.wmf]SAD

f

 in Step a) is still selected as the decision result of the SAD;
d) If any one of the following conditions is met, the result of a logical operation OR  of 
[image: image259.wmf]3

SAD

f

 and 
[image: image260.wmf]SAD

f

 is used as the output of the SAD. Otherwise, go to Step e):

Condition 1: The average total SNR of all sub-bands is greater than the first threshold, e.g. 2.2;

Condition 2: The average total SNR of all sub-bands is greater than the second threshold, e.g. 1.5 and the number of continuous active frames is greater than 40;

Condition 3: The tonality signal flag is set to 1.

e) When the input sampling frequency is 32 kHz: If the noise type is silence, 
[image: image261.wmf]SAD

f

 is selected as the output of the SAD and the decision procedure is completed. Otherwise, the initial value of the combined 
[image: image262.wmf]SAD

f

 in Step a) is still selected as the decision result of the SAD. When the input sampling frequency is 16 kHz: 
[image: image263.wmf]SAD

f

 is selected as the output of the SAD and the decision procedure is completed.

When the input sampling frequency is neither 16 kHz nor 32 kHz, the procedure of the combined decision is performed as follows:

a) Select 
[image: image264.wmf]3

SAD

f

 as the initial value of the combined
[image: image265.wmf]SAD

f

;

b) If the noise type is silence, go to Step c). Otherwise, go to Step d);

c) If the smoothed average long-time frequency-domain SNR is greater than 12.5 and 
[image: image266.wmf]signal

tonal

f

_

=0, the combined 
[image: image267.wmf]SAD
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 is set to
[image: image268.wmf]SAD

f

. Otherwise, the initial value of combined 
[image: image269.wmf]SAD

f

 in Step a) is selected as the decision result of the SAD;

d) If any one of the following conditions is met, the result of a logical operation OR of 
[image: image270.wmf]3

SAD

f

 and  
[image: image271.wmf]SAD

f

 is used as the output of the final SAD, combined 
[image: image272.wmf]SAD

f

. Otherwise, the initial value of combined 
[image: image273.wmf]SAD

f

  in Step a) is selected as the decision result of the SAD;

Condition 1: The average total SNR of all sub-bands is greater than 2.0;

Condition 2: The average total SNR of all sub-bands is greater than 1.5 and the number of continuous active frames is greater than 30;

Condition 3: The tonality signal flag is set to 1.
After the combined 
[image: image274.wmf]SAD

f

 is obtained by using the above-mentioned method, it needs to be modified as follows:
a) Compute the number of background-noise updates, 
[image: image275.wmf]nt

update_cou

N

 according to the background update flag, specifically:

When the current frame is indicated as background noise by the background update flag and 
[image: image276.wmf]nt

update_cou
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 is smaller than 1000, 
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update_cou
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 increases by 1. Note that 
[image: image278.wmf]nt
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 is set to zero at the initialization of the codec.
b) Compute number of modified frames for active sound, 
[image: image279.wmf]md_frames
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 according to the SAD3 decision 
[image: image280.wmf]3

SAD

f

, the number of background-noise updates 
[image: image281.wmf]nt
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, and the number of hangover frames for active sound 
[image: image282.wmf]hang
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, specifically:
When the current frame is indicated as active sound by 
[image: image283.wmf]3

SAD
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 and 
[image: image284.wmf]nt
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 is smaller than 12, 
[image: image285.wmf]md_frames
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 is selected as max(20, 
[image: image286.wmf]hang
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).
c) Compute the final decision of SAD for the current frame according to the number of modified frames for active sound 
[image: image287.wmf]md_frames

N

 and the combined 
[image: image288.wmf]SAD

f

, specifically:

When the current frame is indicated as inactive sound by the combined 
[image: image289.wmf]SAD

f

 and 
[image: image290.wmf]md_frames
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 is greater than 0, the final decision of SAD for the current frame, the combined 
[image: image291.wmf]SAD
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   is modified as active sound and 
[image: image292.wmf]md_frames
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 decreases by 1.
5.1.13.2
Stable voiced signal classification

The second step in the signal classification algorithm is the selection of stable voiced frames, i.e. frames with high periodicity and smooth pitch contour. The classification is mainly based on the results of the fractional open-loop pitch search described in section 5.1.10.9. As the fractional open-loop pitch search is done in a similar way as the closed-loop pitch search, it is assumed that if the open-loop search gives a smooth pitch contour within predefined limits, the optimal closed-loop pitch search would give similar results and limited quantization range can then be used. The frames are classified into the VC mode if the fractional open-loop pitch analysis yields a smooth contour of pitch evolution over all four subframes. The pitch smoothness condition is satisfied if 
[image: image293.wmf][

]

[

]

1

3

ii

frfr

dd

+

-<

 , for i = 0, 1, 2, where 
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 is the fractional open-loop pitch lag found in subframe i (see section 5.1.10.9 for more details). Furthermore, in order to select VC mode for the current frame the maximum normalized correlation 
[image: image295.wmf]fr
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 must be greater than 0.605 in each of the four subframes. Finally, the spectral tilt 
[image: image296.wmf]tilt
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 must be higher than 4.0.
The decision about VC mode is further improved for frames with stable short pitch evolution and high correlation (e.g. female or child voices or opera voices). Pitch smoothness is again satisfied if 
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, for i = 0, 1, 2. High correlation is achieved in frames for which the mean value of the normalized correlation in all four subframes is higher than 0.95 and the mean value of the smoothed normalized correlation is higher than 0.97. That is
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The smoothing of the normalized correlation is done as follows
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Finally, VC mode is also selected in frames for which the flag 
[image: image300.wmf]spitch

f

 = Stab_short_pitch_flag  = flag_spitch  has been previously set to 1 in the module described in sub-clause 5.1.10.8. Further, when the signal has very high pitch correlation, [image: image301.wmf]spitch

f

 is also set to 1 so that the VC mode is maintained to avoid selecting Audio Coding (AC) mode later, as follows,

If ([image: image302.wmf]spitch

f

=1 or

      (dpit1 <= 3 AND dpit2 <= 3 AND dpit3 <= 3 AND 
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 > 0.95 AND 
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 > 0.97)) 


{


VC = 1;
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wherein 
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 and 
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 are defined in subclause 5.1.10.8.

The decision taken so far (i.e. after UC and VC mode selection) is called the “raw” coding mode, denoted
[image: image312.wmf]raw

c

. The value of this variable from the current frame and from the previous frame is used in other parts of the codec.

5.1.14.2
TCX/HQ MDCT technology selection at 13.2 and 16.4 kbps

…
Indication of preference for HQ MDCT, 
[image: image313.wmf]HQ

f

 = TRUE when followings are satisfied:
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where transient_frame is the output of the time-domain transient detector (see 5.1.8). For 16.4 kbps, 
[image: image315.wmf]TCX

f

 is set to FALSE and 
[image: image316.wmf]HQ

f

 to TRUE when transient_frame is detected.

Based on the above definitions and thresholds listed in the table below, switching between HQ and MDCT based TCX is carried out as follows. Switching between HQ and TCX can only occur when 
[image: image317.wmf]Switch

f

 is TRUE. In this case, TCX is used if 
[image: image318.wmf]TCX

f

 is TRUE, or otherwise HQ is used if 
[image: image319.wmf]TCX

f

 is TRUE. In any other case, the same kind of transform coding is applied as in the previous frame. If the previous frame was not coded by transform coding, HQ is used for the low rate (13.2 kbps) and TCX for the high rate (16.4 kbps).
In case input signal is noisy speech (noisy_speech_flag==TRUE && vadflag== FALSE) , transition from TCX to HQ is prohibited at 16.4 kbps.
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 is reset to 0 if 
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 are reset to FALSE and -1, respectively, upon encoder initialization or when a non-transform-coded frame is encountered.
Table 22: List of thresholds used in TCX/HQ MDCT (Low Rate HQ) selection
	Parameter
	Meaning
	13.2 kbps
	16.4 kbps

	SIG_LO_LEVEL_THR
	Low level signal
	22.5
	23.5

	SIG_HI_LEVEL_THR
	High level signal
	28.0
	19.0

	COR_THR
	correlation
	80.0
	62.5

	VOICING_THR
	voicing
	0.6
	0.4

	SPARSENESS_THR
	sparseness
	0.65
	0.4

	HI_ENER_LO_THR
	High energy low limit
	9.5
	12.5

	HYST_FAC
	Hysteresis control
	0.8
	0.8

	MDCT_SW_SIG_LINE_THR
	Significant Spectrum
	2.85
	2.85

	

MDCT_SW_SIG_PEAK_THR
	Significant peak
	36.0
	36.0


5.2.6.1.4.1
LSP Interpolation at 13.2 kbps and 16.4 kbps

LSP interpolation is employed to smooth the SWB TBE LSP parameters at 13.2 kbps and 16.4 kbps. When the bit rate of operation is 13.2 kbps or 16.4 kbps, the similarity of signal characteristics of the current frame and the previous frame are analysed to determine whether they meet the Preset Modification Conditions (PMCs) or not. The PMCs denote if the PMCs are met, then a first set of correction weights are determined from the Linear Spectral Frequency (LSF) differences of the current frame and the LSF differences of the previous frame. Otherwise a second set of correction weights are set with constant values that lie in the range 0.0 to 1.0. The LSPs are then interpolated using the appropriate set of correction weights. The PMCs are used to determine whether the signal characteristic of the current frame and the previous frame is close or not.
The PMCs are determined by first converting the linear prediction coefficients (LPCs) to reflection coefficients (RCs) as follows using a backwards Levinson Durbin recursion. For a given N-th order LPC vector[image: image325.wmf]]
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which yields the reflection coefficient vector [image: image329.wmf])]
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A spectral tilt parameter [image: image330.wmf]para
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The PMCs are then determined from the spectral tilts of the current frame and the previous frame along with the coding types of the current and the previous frames. In the case that the current frame is a transition frame, the PMCs are  by default not met.
In order to determine that the current frame is not a transition frame requires the following steps:
1) Determining whether there is a change from a fricative frame to a non-fricative frame. Specifically, if the tilt of the previous frame is greater than a tilt threshold value of 5.0 and the coder type of the frame is a transient, or the tilt of the previous frame is greater than a tilt threshold value of 5.0 and the tilt of the current frame is smaller than a tilt threshold value of 1.0 then the frame is a transition frame.
2) Determining whether there is a change from a non-fricative frame to a fricative frame. Specifically, if the tilt of the previous frame is smaller than a tilt threshold value of 3.0 and the coder type of the previous frame is equal to one of the four types of VOICED, GENERIC, TRANSITION or AUDIO, and the tilt of the current frame is greater than a tilt threshold value of 5.0 then again the frame is a transition frame
3) The current frame is not a transition frame if both 1) and 2) are not met, and then the PMCs are met.
When the PMCs are met, the first set of correction weights are defined as follows
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where the [image: image334.wmf]9
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When the PMCs are not met, the second set of correction weights is used and these are set to 0.5 as follows:
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The correction weights [image: image342.wmf]9
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are finally used in the interpolation between the LSPs of the current frame and the LSPs of the previous frame, it is described as follows:
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where [image: image344.wmf]9
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are the interpolated LSPs. The interpolated LSPs are used to encode the current frame.
The interpolated LSPs are then converted back to LSFs，further the LSFs are converted into LP coefficients.
5.2.6.2.1.5
Spectral envelope calculation and quantization
…
The SWB spectral envelope is quantized with a multi-stage split VQ using envelope interpolation as in figure 52. In the first stage, two or three candidates’ ([image: image347.wmf]cand

N

, three in TRANSIENT frame, two in Non-TRANSIENT frame) indices are chosen using the error minimization criterion. The set of candidates with the least quantization error, taking into account all quantization steps, is then selected and the selected indices transmitted.  
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Figure 52: Envelope VQ in a TRANSIENT frame and a Non-TRANSIENT frame

Again during the first stage, values in even positions are selected and quantized using VQ with 5 bits for Non-TRANSIENT frames and 7 bits for TRANSIENT frames.
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In Non-TRANSIENT frames, the candidate indices from the first stage VQ are defined as  [image: image353.wmf]1
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then;


[image: image358.wmf](

)

(

)

3

,

2

,

1

,

0

 

       

)

3

(

ˆ

3

*

2

)

(

2

,

1

,

0

 

          

          

)

(

ˆ

)

*

2

(

)

(

1

_

22

1

_

21

=

+

-

+

=

=

-

=

j

for

j

nv

e

j

f

j

err

j

for

j

nv

e

j

f

j

err

SHB

rms

SHB

rms


(820)
The candidate indices from the second stage VQ are defined as [image: image359.wmf]21
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At odd positions, an interpolation using boundary values is applied for intra-frame prediction and the predicted error is calculated:
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The errors are then split into [image: image364.wmf]31
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 and [image: image365.wmf]32
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and quantized using 5 bits and 6 bits respectively.
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The candidate indices from the third stage VQ are defined as[image: image367.wmf]32
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. In a TRANSIENT frame only 2 stages of quantization are applied. At odd positions, an interpolation using boundary values is applied for intra-frame prediction and the predicted error is calculated and quantized
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The candidate indices from the second stage VQ are defined as [image: image370.wmf]2
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The final selected set of indices [image: image371.wmf]{
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 for a Transient frame are then transmitted.

5.3.4.1.4.1.5.1.2
TCQ and USQ with second bit allocation

The following information is needed for TCQ and USQ with second bit allocation:
(a) Determine the total number of bits which will be allocated to the corresponding bands to be processed in current frame in subclause 5.3.4.1.4.1.4.4.1.
(b) In order to obtain the number of bits for each band by first bit allocation, implement the first bit allocation to the bands based on the total number of bits to be allocated in subclause 5.3.4.1.4.1.4.4.3.
(c) Based on the number of bits for each band by first bit allocation, the first detailed scaling process in subclause 5.3.4.1.4.1.5.1.1 is implemented on each band which is allocated bits by first bit allocation. Then, the total number of redundant bits of the current frame and the number of pulses of each band are obtained.
The general quantization and coding scheme of the TCQ and USQ with second bit allocation consists of several main blocks: quantizer decision, TCQ quantizer, USQ quantizer, lossless coder, and second bit allocation. In the quantizer decision module the quantization mode of the current band is selected by using the results of the Selecting Encoding Method block. Then the selected quantizer quantizes the current band, and the lossless encoder based on the arithmetic coding transmits the data to the bit stream. The second bit allocation block distributes surplus bits from the previously coded bands. The second bit allocation procedure detects two bands that will be encoded separately.
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Figure 70: Block diagram of TCQ and USQ encoding with second bit allocation
Based on the second bit allocation parameters, two bands are selected from those bands allocated bits during the first bit allocation that will be allocated more bits. The second bit allocation parameters include at least one of the total number of redundant bits and the characteristics of each band. The characteristics of each band include the harmonic characteristics and the bit allocation state of each band. The tonality flags for the bands of current frame which are calculated in subclause 5.3.4.1.4.1.3 represent the harmonic characteristics of each band, and whether the highest two bands of the previous frame is quantized represents the bit allocation state of each band. If the tonality flag is equal to one, the signal type of corresponding band is harmonic. Otherwise, the signal type of corresponding band is not harmonic. If the tonality flags are not all zero or any one of the highest two bands of the previous frame is quantized, the two bands to be quantized last will be finally selected in the highest few bands. Otherwise, they will be selected in other bands than the highest few ones.
The first of these two bands is selected using the analysis of the average number of bits per bin in the band by the first bit allocation:
For each band, calculate the average number of bits per bin as follows:
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where R(b) is the number of bits allocated to each band by the first bit allocation based on the total number of bits in the subclause 5.3.4.1.4.1.4.4.3, and [image: image375.wmf])
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 is the bandwidth of each band.
…
5.3.4.1.4.3.3.3.3
Band Search

…

The actual similarity measure used is of the form
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The task is to find k’ which maximizes S’(k’). The complexity of the implementation can be reduced by squaring S’(k’), which removes the absolute value signs as well as square root from the denominator as equation (1107). The best match is now searched efficiently for band i using
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where [image: image378.wmf]i

BestIdx

 is the best match position for band i and if there is no spectral coefficients in the search band then [image: image379.wmf]i
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 value takes according to
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The best match index [image: image381.wmf]i
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 is packed into the bit stream as the parameter[image: image383.wmf]i
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is obtained, past frame best match index [image: image385.wmf]i
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5.8.3.3
Decoding

At the receiver, the de-jitter buffer provides a partial redundant copy of the current lost frame if it is available in any of the future frames. If present, the partial redundant information is used to synthesize the lost frame. In the decoding, the partial redundant frame type is identified and decoding performed based on whether only one or more adaptive codebook parameters, only one or more fixed codebook parameters, or one or more adaptive codebook parameters and one or more fixed codebook parameters, TCX frame loss concealment helper parameters, or Noise Excited Linear Prediction parameters are coded. If either the current frame or the previous frame adjacent to the current frame is a partial redundant frame, then the decoding parameter of the current frame, such as the LSP parameters, the gain of the adaptive codebook, the gain of the fixed codebook or the BWE gain, is firstly obtained and then post-processed according to the decoding parameters or signal type from previous frames relative to the current frame position and the decoding parameters or signal type from the current frame. Additionally, the decoding parameters or signal type from the future frames relative to the current frame position may also be used for the post-processing of the gains of the adaptive codebook and the fixed codebook, and the spectral tilt may also be used for the post-processing of the gain of the adaptive codebook. The post-processed parameters are used to reconstruct the output signal. Finally, the frame is reconstructed based on the coding scheme. The TCX partial info is decoded, but in contrast to ACELP partial copy mode, the decoder is run in concealment mode. The difference to regular concealment is just that the parameters available from the bitstream are directly used and not derived by concealment.

6.1.5.2.1.2
Decoding the spectral envelope
In TRANSIENT frames, the envelope VQ indices 
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}

2

1

,

Ierr

env

idx

idx

 are used to regenerate the synthesised signal envelope,
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In Non-TRANSIENT frames, the envelope VQ indices 
[image: image390.wmf]{
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 are used to generate the synthesised signal envelope,
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The final de-quantized envelope is then calculated:
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where ,
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6.2.3.1.2.1.1
Context based Huffman decoding mode
If the context based Huffman decoding mode has been determined, the decoding is performed by referring table 168 and table 169 based on the context described in subclause 5.3.4.1.3.3.1. Four LSBs of entries in table 168 and table 169 indicates how many bits shall be read from bit-stream buffer to decode the next symbol and the signs indicate if the Huffman decoding is terminated or not. The procedure of how to perform Huffman decoding is shown below:
    i=0

    while( hufftab[i] > 0)

    {

        read_bits += hufftab[i] & 0xF

        i = (hufftab[i]>>4)+read_bits(hufftab[i] & 0xF)
    }

    return hufftab[i]
Table 168: Huffman decoding table for the context based Huffman decoding (group0,group2)

	Index
	Code
	Index
	Code
	Index
	Code
	Index
	Code
	Index
	Code

	0
	0X13
	11
	-0X0D
	22
	-0X18
	33
	0X41
	44
	-0X05

	1
	-0X10
	12
	0X51
	23
	-0X16
	34
	-0X1C
	45
	-0X1E

	2
	-0X0F
	13
	0X62
	24
	0X71
	35
	-0X08
	46
	-0X04

	3
	-0X11
	14
	-0X14
	25
	-0X0B
	36
	0X31
	47
	-0X1F

	4
	0X51
	15
	0X81
	26
	0X71
	37
	0X41
	48
	0X11

	5
	0X61
	16
	-0X0C
	27
	-0X1A
	38
	-0X1D
	49
	-0X03

	6
	-0X0E
	17
	0X81
	28
	0X71
	39
	-0X06
	50
	0X11

	7
	-0X12
	18
	-0X15
	29
	-0X09
	40
	0X31
	51
	-0X02

	8
	0X51
	19
	-0X17
	30
	-0X1B
	41
	0X41
	52
	0X11

	9
	0X61
	20
	0X71
	31
	-0X0A
	42
	-0X07
	53
	-0X01

	10
	-0X13
	21
	0X81
	32
	-0X19
	43
	0X41
	54
	0X00


Table 169: Huffman decoding table for the context based Huffman decoding (group1)

	Index
	Code
	Index
	Code
	Index
	Code
	Index
	Code
	Index
	Code

	0
	0X12
	12
	-0X12
	24
	0X51
	36
	-0X18
	48
	-0X1B

	1
	0X41
	13
	0X42
	25
	0X61
	37
	-0X05
	49
	-0X1A

	2
	-0X0F
	14
	-0x0C
	26
	-0X16
	38
	-0X04
	50
	0X11

	3
	0X41
	15
	0X61
	27
	-0X09
	39
	-0X03
	51
	0X00

	4
	-0X10
	16
	-0X13
	28
	0X51
	40
	0X51
	52
	0X11

	5
	-0X0E
	17
	0X61
	29
	0X61
	41
	-0X06
	53
	-0X1D

	6
	0X31
	18
	0X71
	30
	-0X17
	42
	0X51
	54
	0X11

	7
	-0X11
	19
	-0X0A
	31
	0X62
	43
	-0X19
	55
	-0X1E

	8
	0X31
	20
	0X71
	32
	-0X08
	44
	0X51
	56
	-0X1F

	9
	0X41
	21
	-0X0B
	33
	0X81
	45
	-0X01
	57
	-0X1B

	10
	-0X0D
	22
	-0X14
	34
	-0X07
	46
	-0X1C
	-
	-

	11
	0X41
	23
	-0X15
	35
	0X81
	47
	-0X02
	-
	-


6.2.3.1.2.1.2
Resized Huffman decoding mode
If IsTransient is True
If the frame is Transient, the Huffman decoding is then performed on the transmitted differential indices. The Huffman codes for the differential indices are given in table 111 in subclause 5.3.4.1.3.3.
If IsTransient is False
For Non-Transient frames, the Huffman decoding is then performed on the transmitted differential indices. The Huffman codes for decoding the indices are given in table 115 in subclause 5.3.4.1.3.3.3. The differential indices decoded using table 115 takes the form, 
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 are reconstructed which is exactly reverse to the encoder described in subclause 5.3.4.1.3.3.3 equation (1040). The way to reconstruct the differential index, which corresponds to the modification in encoder, can be done as shown in the following equation.
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6.2.3.1.3.3.4.3.3
Decoding of lag index

Lag index 
[image: image398.wmf]i

LagIndex

 for sub-bands i=0,1 is decoded from the bit stream. For sub-bands 0 and 1, encoded best match position [image: image399.wmf]i
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 is decoded using the starting position 
[image: image400.wmf]i

k

 and the lag index 
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is defined in equation (1147)
.

Based on the best match position the predicted spectrum is generated from the envelope normalized noise filled quantized spectrum. The detailed description of the predicted spectrum generation is described in following subclause 6.2.3.1.3.3.4.3.5.

6.2.3.1.3.3.4.3.5
Predicted spectrum generation

Predicted spectrum 
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 is generated for the high frequency region by using the envelope normalized noise-filled quantized spectrum
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, which is obtained from subclause 6.2.3.1.3.3.4.3.2. Predicted spectrum is generated, first by extracting the desired noise components from the 
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 described in subclause 6.2.3.1.3.3.4.3.6 followed by tonal generation using 
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described in subclause 6.2.3.1.3.3.4.3.7.

Noise filled spectrum 
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 of the spectrum in the high frequency region, which is obtained from subclause 6.2.3.1.3.3.4.3.7 are normalized using the estimated tonal energy
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The noise energy obtained from equation (1811) is adjusted, when the noise filled spectrum has low level noise and / or when the noise filled spectrum 
[image: image417.wmf])

(

~

k

H

M

has high level noise. Low noise level is detected using the energy ratio 
[image: image418.wmf])

(

b

E

ratio

between noise and the total band energy and high noise level is detected when the estimated tonal energy 
[image: image419.wmf])

(

b

E

M

¢

 is negative. The adjustment factor 
[image: image420.wmf])

(

b

N

gain

 is estimated according to



[image: image421.wmf]end

end

b

k

b

k

k

k

H

b

N

k

H

b

N

b

E

if

b

E

b

E

end

b

k

b

k

k

k

H

b

N

k

H

n

b

N

end

n

n

n

E

if

b

k

fac

n

end

pul

b

k

E

fac

pul

if

fac

b

E

if

E

b

E

N

to

N

b

for

end

start

M

gain

M

gain

M

Noise

b

E

M

end

start

M

gain

M

g

gain

g

g

g

ratio

width

b

E

g

b

width

Noise

res

b

ratio

b

E

Noise

ratio

bands

bands

M

M

M

)

(

),..,

(

),

(

~

)

(

)

(

~

25

.

0

)

(

0

)

(

)

(

2

)

(

)

(

),..,

(

),

(

~

)

(

)

(

~

)

4

.

1

,

max(

)

(

05

.

0

12

.

0

)

(

2

]

0

[

)

(

0

!

6

.

0

06

.

0

)

(

2

)

(

1

4

)

(

2

)

(

)

(

=

¬

=

<

¢

-

=

¢

=

¬

=

¬

>=

=

=

=

=

<

=

-

-

=


(1812)
For each band, based on the 
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The calculated scale factor 
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where, 
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6.2.3.1.3.3.4.3.7
Tonal generation for predicted spectrum
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*** End of changes ***
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