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Abstract of the contribution: This contribution propose the coordinated power saving control between antenna sites and network links as a solution to Section 6.x in TR21.866.
Introduction
This contribution introduces  the solution  where the power saving control in RAN is coordinated with the control of the optical fibre links that connect the RAN sites with the Central Control offices. The potential issues and prospects of maximizing energy saving for the transport network links (backhaul/mid-haul/front-haul links) in RAN and the fixed broadband access networks are described. It is proposed to include the scenario and the associated descriptions of the issues and the potential solution in TR21.886 Section 6.x  Solution  X: Coordinated Energy Saving between RAN resources and Network Links
Proposal:
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3.2
Abbreviations

ANI
Access Network interface

CBU
Cellular backhaul unit

CPRI
Common Public Radio Interface

DSL
Digital Subscriber Loop

EE
Energy Efficiency

FSAN
Full Service Access Network

FTTB
Fiber to the Building

FTTH
Fiber to the Home

FTTO
Fiber to the Office

FTTW
Fiber To The Wireless

HGU
Home Gateway Unit

MDU
Multi-Dwelling Unit (pure residential)

OA
Optical Access

OBSAI
Open Base Station Architecture Initiative
OLT
Optical Line Terminal (CO side)

ONU
Optical Network Unit (User side)

PON
Passive Optical Network

Pt2Pt
Point to Point

RAN
Radio Access Network

SFP
Small Form Pluggable

SFU
Single Family Unit

SNI
Service Node Interface

UNI
User Network Interface

6.x
Potential Solution x - Coordinated Energy Saving between RAN resources and Network Links
6.x.1
General
Two main methods of energy saving are envisioned in ITU-T recommendations on fixed network fiber access in their G.98x series that could provide network links  in  the wireless networks:

· Dynamic link rate adaptation to fit to the actual traffic load, through switching between different line rates. (e.g. within the Ethernet hierarchy between FE, 1GigE, 10GigE … or any other 2.5Gbit/s, 10Gbit/s ).  Condition of interest being that the switching is hitless, without any glitch in synchronizing.

· Shutdown of parallel resources when parallel resources are used, collapsing the traffic on a single link in low duty could enable the temporary shutdown of part of them could save power. (e.g. day time / night time could be a pattern to consider)

Since with the NG-PON2 generation recommendations completed in 2015, several line rates and multiple parallel channels have been made possible, the conditions are now possible to make use of the two power saving methods above within a single technology generation.

One major condition to become practical is now to get deeper into the preferred implementation to given guidance to the industry and enable all reasonable commonalities across the use cases, since the access will need to distinguish three segments for energy efficiency as shown in Fig.1 below:
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Figure 1  Three domains of optical access power saving (Energy Efficiency) paradigm

Whereas power savings on the Service Node Interfaces (SNI) are under full control of the system operator, due to local regulation and competition situations, the ANI (Access network interface) and UNI (User Network Interface) have to comply with specific co-operative conditions. Obviously, when on the optical access ports are used for simultaneous use cases, all power saving policies must be compatible and mutually non-harming, therefore most of the power savings are expected to happen in the remote sites including both 3GPP accesses  and non-3GPP accesses in a fixed mobile convergence network.

6.x.2
Architecture description

The solution is designed to be applicable to the cases where backhaul, mid-haul and fronthaul links are deployed. 
6.x.3
Functional description

6.x.3.1
Possible synergy through synchronized RAN & Fixed access energy saving methods  

Since starting a very special period where both NG-PON2 fixed access systems and 5G RAN enter their specification fine tuning and their prototyping is still ahead, it is believed that there is a unique opportunity to get both worlds together, to get the best of both world so as to get the lowest possible global power consumption by exchanging technical constraints and identify requirements.

Applied to wireless site connectivity, whenever parallel resources in wireless drop and backhauling links are used, correlated shutdown during low duty periods and in low user density areas, when low power and low data throughput is observed over a given period, this could trigger some power optimizing state.

Figure 2 shows an example depicting  a high level view of how a three sector antenna could temporary be turned into a lower capacity (and hopefully lower power) antenna site, shutting down 2 out of 3 links. 









Figure 2 Illustration of maintaining wireless connectivity on a single link

-
The proposed scheme of Figure 2 would of course be valid only under technical conditions below to be further investigated:

· the 3 sectors antenna site arrangement can be efficiently turned into an omnidirectional working mode, at the cost of reduced capability but without impact on the network availability.
· there is significant power to be saved by the process on both wireless and fixed links in comparison to only power saving in the RAN.
· the remaining link between antenna site unit & Central office unit keeps all necessary clock synchronizing and management capability active

· detection of low traffic periods is well defined and are identified

· the coordinated switching process is defined for both the optical transmission and the radio transmission with negligible effect on QoE and great stability. Once configured, the switching should be automated based on the retained criteria.
all operating issues brought by addition of low power modes must be addressed in order for any involved party not to mistake a low power time period with a network failure. This includes situations of resource sharing  and unbundling that requires coordinated power saving operations among operators..

The same principle should apply to other power saving schemes in RAN such as switching off superposing carriers, reduction of system bandwidth, and reeducation of transmit power in response to temporary reduction in demand for RAN capacity due to low traffic density.
6.x.3.2
Elements on the gains on the fixed fiber  transmission section (wireless counterpart to be studied and added by relevant experts)  

Depending on the nature of the optical links to be used, whether fronthaul, backhaul or flavors of midhaul (OBSAI, CPRI, Ethernet …), the mapping onto fibers through shared fiber (PON), dedicated point to point links per fiber or collapsing of several links on a single fiber through wavelength multiplexing and finally the protocol used, expectable transmission savings will be very different.
Note: the applicability seems to be limited to 5G, since coming very late for the previous RAN generations, although they might use some channels on a common fiber.

To tackle the estimated savings, some elements can be found in the EU BBCoC v5 published in December 2013 (Broadband code of conduct) document that draws the trend of max tolerated power consumption for given optical transmission devices. It does reflect some prediction of the state of the art of the access network industry, so is to be taken as just a little bit conservative to remain low cost compatible. As an example, a GPON ONU given at 3.2W for Tier 2015 – 2016, can be available at 2W under pluggable SFP form factor.
In its tables 12, 20 & 21, it clearly shows the existence of steps in power consumptions between 1Gbit/s rang interfaces and 10Gbit/s ones as the benefit expected from Idle to active states are.  Recap below just intends to give an idea of potential savings in case of Ethernet based backhaul interfaces both in case of line rate adaptation and minimal expected ones in case of putting in Idle modes interfaces.  It is reminded that in case of PON, on interface on the OLT side corresponds to several ONUs, with a much lower consumed power than its point to point ‘equivalent’. 

	ANI  side 
	OLT side Tier 2015 - 2016
	ONU side Tier 2015-2016

	in Watts
	Idle state
	On state
	Idle state
	On state

	Pt2Pt Gbit/s
	not considered
	2
	3.0
	3.0

	Pt2Pt 10Gbit/s
	not considered
	8
	Missing
	6

	PON Gbit/s
	not considered
	6
	2.3
	3.2

	PON 10Gbit/s
	not considered
	14
	4.1
	6.2


Table1:  BBCoC values cherry picking with worst case possible saving values 

It can be seen from Table 1 that
· idle state enable roughly 30% saving on the consumed power 

· Switching from 10G to 1G seem to indicate that at least 50% of power could be gained per interface 

· It is quite odd that given the symmetrical aspects of point to point interfaces, power saving isn’t considered on the OLT side in this document

· Similarly on the ONU side the point to point values display no difference between Idle and On state at 1Gbit/s and gives no value for 10Gbit/s … which means that power saving modes are not yet available for this market segment

· Odds are that opportunities to turn OLT interfaces into low power modes will be much more frequent for point to point transmission than for PON, the latter being intrinsically more efficient beyond a sharing ratio as low as 3 according to the figures in table1!

So, these elements show that whenever idle periods are expected, there is room for improvement and savings even in the worst possible conditions. This will especially be true when using point to point interfaces which by far dominate the current RAN implementations.

When considering different transmission types, even at the same line, when complex coding is employed with significant digital processing is involved, the order of magnitude of power consumption per port is likely to be much higher. Expectable power savings if fronthaul technologies need to be collected (e.g. collecting the CPRI implementer’s best practices to be inserted and get the full wireline network view). 

Therefore, it is anticipated that provided the RAN and fixed access world can work together to identify the technical requirements to find adequate implementation to achieve significant power savings.
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CBU FTTW





Antenna site unit in full mode











Central office unit
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Wireless and optical link coordinated switching under stability rules





Central office unit


& antenna site in power saving mode only one link left active





Antenna site unit in reduced power mode








