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*** Start change 1 ***
5.3.3.3
Energy control during recovery

[…]
The gains [image: image1.wmf]0

g

 and [image: image2.wmf]1

g

are further limited to a maximum allowed value to prevent too strong energy. This value has been set to 1.2 with the exception of very low energy frames ([image: image3.wmf]q

E

 < 1.1). In this case, [image: image4.wmf]1
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 is limited to 1. If [image: image5.wmf]q
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 is not transmitted, further precautions shall be taken because of the possible mismatch between the excitation signal energy and the LP filter gain. 
At 7.2 or 8 kb/s, this is done by upper-limiting the energy [image: image6.wmf]q
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 by a value 
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, scaled by a factor 
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In the recovery frame or in the scaled frames following the recovery frame coded by the GC mode using AR prediction, 
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if the following conditions are met: 1) the end-frame LP filter is resonant in low frequencies (measured by means of the filter tilt), and 2) the evolution of the transmitted pitch is stable within the frame or the mean of the pitch value over all subframes is lower than 34 samples. In the remaining scaled frames following the recovery frame, the scaling factor 
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 equals to the larger value between 
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 and an average energy of recent voiced frames 
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. If 
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 is computed pitch synchronously, 
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is the running average of pitch-synchronous energy of previous frames. If 
[image: image17.wmf]1
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 is computed as average energy per sample, 
[image: image18.wmf]1
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 is the running average of average energy per sample of of previous frames. For other bitrates, when the erasure occurs during a voiced speech segment (i.e. the last good frame before the erasure and the first good frame after the erasure are classified as VOICED TRANSITION, VOICED_CLAS or ONSET) and the LP filter impulse response energy of the first frame after an erasure is twice as high as the LP filter impulse response energy of the last frame before the erasure, the energy of the excitation is adjusted to the gain of the new LP filter as follows:
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Here[image: image20.wmf]0
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 is the energy of the LP filter impulse response of the last good frame before the erasure and [image: image21.wmf]1
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 is the energy of the LP filter of the first good frame after the erasure. The LP filters of the last subframes are used. Further, if [image: image22.wmf]1
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already initialized to [image: image24.wmf]1
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), it is further limited as follows:
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At 9.6 and 13.2 kb/s, there is however one exception to this energy scaling strategy if the LP filter is found resonant in low frequencies and the frame is classified as UNVOICED_CLAS or INACTIVE_CLAS. This situation indicates a possible error in the classification and the energy is scaled as in the case of the 7.2 or 8 kb/s recovery frame.
The following exceptions, all related to transitions in speech signal of good frames following an erasure, further overwrite the computation of [image: image26.wmf]0
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. If artificial onset is used in the current frame, [image: image27.wmf]0
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 is set to [image: image28.wmf]1
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, to make the onset energy increase gradually. In the case of a first good frame after an erasure is classified as ONSET, the gain [image: image29.wmf]0
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 is prevented from being higher than [image: image30.wmf]1
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. This precaution is taken to prevent a positive gain adjustment at the beginning of the frame from amplifying the voiced onset at the end of the frame. Finally, during a transition from voiced to unvoiced (i.e. the last good frame being classified as VOICED TRANSITION, VOICED_CLAS or ONSET and the current frame being classified UNVOICED_CLAS) or during a transition from a non-active speech period to an active speech period, the value of [image: image31.wmf]0
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 is set to [image: image32.wmf]1
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.
Additionally, the synthesis energy control is performed also in the erased frames following frames coded at 7.2 or 8 kb/s or using the AMR-WB IO mode. Here the energy control is simpler in the sense that it is just verified that the gain is not increasing. Energies 
[image: image33.wmf]1
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, 
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 and 
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 are computed similarly as in the recovery frames, but 
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 is used instead of 
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, and the gains [image: image38.wmf]0
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 and [image: image39.wmf]1
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 are limited to 1.
After the energy control, the speech signal is resynthesized by filtering the scaled excitation signal through the LP synthesis filter. The running energy average 
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 is finally updated in good voiced frames as 
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 with initializion to 
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*** End change 1 ***
*** Start change 2 ***
5.4.2.3
MDCT frame repetition with sign scrambling 

The excitation of the concealed frame (input to FDNS) [image: image44.wmf])
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is derived by sign scrambling of the last received excitation spectrum [image: image45.wmf])
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 is the IGF cross over frequency. The [image: image48.wmf]or
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 is derived as
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If the last 2 spectra are coded using TCX5, then the one with smaller energy is chosen instead of the last one.

The spectrum [image: image50.wmf])
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 is faded towards noise as described in subclause 5.4.6.1.3.2.1.
*** End of change 2 ***
*** Start change 3 ***
5.4.2.5.2
Waveform adjustment in time domain
[…]
The following procedure is used to determine whether the pitch period value of the current lost frame estimated by the above method is usable regarding subsequent waveform adjustment:

i. Verify the following conditions to find if any one of them is met. If so, the obtained pitch period value is unusable.
(1) The cross-zero rate of the initially compensated signal of the first lost frame, denoted by [image: image51.wmf]current
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, is greater than a threshold [image: image52.wmf]1
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 in other cases. If the last core was not mode TCX20, [image: image59.wmf]current
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 is replaced by its two-time value to be compared to the threshold [image: image60.wmf]1
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.
[…]
For each lost frame without over-lap processing, an additional signal as a noise is added to the compensated signal of the frame after the compensated signal is obtained. The detailed method of adding additional signal is as follows: firstly, a past signal, namely, the time-domain signal of the frame prior to the first lost frame (in the case of the first lost frame) or the initially compensated signal of the prior lost frame (in the case of the second, third, or fourth frame) is passed through a high-pass filter given as follows to obtain an additional signal; 


[image: image61.wmf]1

HP

68

.

0

1

)

(

-

-

=

z

z

H


(160a)
secondly, additional-signal gain values of the lost frame are estimated as follows:
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wherein 
[image: image63.wmf]NoiseGain

 is updated sample by sample with an initial value of zero and
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where [image: image65.wmf])
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 is the maximum of normalized autocorrelation as described by equation (151); then, the additional signal is multiplied with the estimated additional-signal gain values sample by sample, and the additional signal resulting from multiplication is added to the compensated signal, to obtain a new compensated signal. For each lost frame with over-lap processing, over-lap is performed after the additional signal is added to the corresponding signal in the buffer.

*** End change 3 ***
*** Start change 4 ***
5.4.3.2
PLC method selection

[…]
-
Spectral envelope stability based speech/music classification
The Spectral envelope stability based speech/music classification [image: image66.wmf]plc
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 in which response the second level PLC method is selected is a binary parameter. This parameter is a post-processed instance of the envelope stability parameter [image: image67.wmf]S

that is specified in [5], subclause 6.2.3.2.1.3.2.3 (Noise level adjustment). The spectral envelope stability based speech/music classification is calculated during the decoding of the preceding good HQ MDCT frame and stored for use in the context of the PLC method selection during a bad frame.
 […]
*** End change 4 ***
*** Start change 5 ***
5.4.3.2
PLC method selection

[…]
For each good HQ MDCT frame the following sequence of operations is executed:

1)
Calculation of the normalized envelope stability parameter [image: image68.wmf]S

and its reverse [image: image69.wmf]S
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.
2)
Calculation of a priori likelihoods [image: image70.wmf]a

p

for speech and music states based on the state likelihoods for the instant [image: image71.wmf]p
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of the previous (good) frame and the transition probabilities: 
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3)
Element-wise multiplication of the vector of a priori likelihoods [image: image73.wmf]a

p

with the vector of direct state observation likelihoods for music and, respectively, speech:
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Subsequent normalization yield the vector of state likelihoods [image: image75.wmf]p

of the current frame:
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4)
Finally, the index of the largest element of the state likelihood vector [image: image78.wmf]p

is identified and taken as speech/music classification result [image: image79.wmf]plc
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 for the present frame.
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5)
The state likelihood vector [image: image81.wmf]p

of the current frame is stored for subsequent use in the next good HQ MDCT frame.
[…]
*** End change 5 ***
*** Start change 6 ***
5.4.4
(Void) 
5.4.5
Guided concealment and recovery 

*** End change 6 ***
*** End of changes ***
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