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1	Introduction
The experiences of current mobile and wireless communications networks have shown that data traffic, especially, is growing more than anticipated (see Reports ITU-R M.2243, ITU-R M.2290). This development is providing a significant challenge to the development of future mobile and wireless communication networks. It is envisioned that future IMT systems, in addition to other features, will need to support very high throughput data links to cope with the growth of the data traffic. There has been academic and industry research and development ongoing related to suitability of mobile broadband systems in frequency bands above 6 GHz.
In ITU-R, studies have been underway on further developments of IMT and its future needs. Report ITU-R M. [TECH TRENDS], “Future technology trends of terrestrial IMT systems” highlights the development of technologies such as small cells, 3D beamforming and massive MIMO techniques that “may realize their full potential when applied to smaller wavelengths, which are characteristic of higher frequency bands.” Recommendation ITU-R M.[IMT.VISION], “Framework and overall objectives of the future development of IMT for 2020 and beyond” is another endeavor, which “addresses the framework and objectives of the future development of IMT for 2020 and beyond that fulfil the needs of future service scenarios and use cases for both the evolutionary path of existing IMT as well as for new IMT system capabilities.” For some of these new use cases “contiguous and broader channel bandwidths than available to current IMT systems would be desirable to support continued growth.” 
Recently, considerable research has been carried out by various organizations on a global scale on feasibility of IMT in spectrum above 6 GHz. The corresponding results have been presented at various workshops and conferences. In particular, several presentations were made during the ‘workshop on research views of IMT beyond 2020’[footnoteRef:1] hosted by the ITU in February 2014. During this workshop, most research organizations expressed their interest in utilizing higher frequencies for IMT and mobile broadband usage. It is expected that usage of higher frequencies will be one of the key enabling components of future IMT. [1: 	http://www.itu.int/dms_pub/itu-r/oth/0a/06/R0A060000630001MSWE.docx  ] 

This Report provides information on the technical feasibility of IMT in the bands between 6GHz and 100 GHz.  The upper limit of this range is consistent with current activities in ITU-R on radiowave propagation matters and supported by Figure AA below. 
2	Scope
The scope of this Report is to study and provide information on the technical feasibility of IMT in the bands between 6 GHz and 100 GHz. Technical feasibility includes information on how current IMT systems, their evolution, and/or potentially new IMT radio interface technologies and system approaches could be appropriate for operation in the bands between 6 GHz and 100 GHz, taking into account the impact of the propagation characteristics related to the possible future operation of IMT in those bands.Technology enablers such as developments in active and passive components, antenna techniques, deployment architectures, and the results of simulations and performance tests are considered.
3	Related documents
Report ITU-R M.[IMT.FUTURE TECHNOLOGY TRENDS]
Recommendation ITU-R M.[IMT.VISION]
Recommendation ITU-R P.676
Recommendation ITU-R P.833
Recommendation ITU-R P.838
Recommendation ITU-R P.525
ITU-R Handbook on Radiometeorology
4	Radiowave propagation in bands above 6 GHz 
[Editor's Note: In case of channel model, other groups in ITU-R have responsibility to develop and define the documents regarding channel model. Therefore, this section can describe the necessity to develop channel model in due course.]
4.1 	Propagation losses
4.1.1 	Path loss
One of the challenges of mobile communications in the higher bands for outdoor access will be to overcome the expected difficulties in propagation conditions. Understanding the propagation conditions will be critical to designing an appropriate air interface and determining the type of hardware (particularly the array size) needed for reliable communications. The most obvious obstacle will be the higher pathloss of the bands above 6 GHz relative to traditional cellular bands. Just looking at free-space pathloss, the expected loss (dB) will be
		[image: ],	(1)

where f is the frequency in GHz and d is the distance in kilometres between transmitter and receiver (Recommendation ITU-R P.525).  For example, an additional 22.9 dB and 30.9 dB of losses are expected to result in the ranges from 2 GHz to 28 GHz and 70 GHz respectively which will need to be compensated by some means, for example, larger antenna array sizes with higher antenna gains and MIMO technologies.
Due to variation of propagation characteristics in bands above 6 GHz, it is appropriate to investigate the propagation characteristics of these frequency bands independently. The combined effects of all contributors to propagation loss can be expressed via the path loss exponent. 
Using a free-space reference of 3 meters, experiments in urban micro cell outdoor-to-outdoor scenarios, with transmitter and receiver antenna heights below rooftop, measured path loss exponents for 10 GHz, 18 GHz, 38 GHz, and 60 GHz in both LOS and NLOS environments which are summarized below.


Table AA
Path loss exponents measured in several frequencies above 6 GHz
	
	10 GHz
[A2.7]
	18 GHz
[A2.7]
	38 GHz
[Ref4]
	60 GHz
[Ref4]
	72 GHz[footnoteRef:2] [A4.1] [2:  Done with 1 meter reference distance. Note that for both LOS and NLOS case, the value given is for the best path found after beamsteering.] 


	
	
	
	
	
	Indoor
	Outdoor

	LOS
	2
	2
	2
	2.25
	2.58
	2.86

	NLOS
	3.5[footnoteRef:3] [3:  Note that for the NLOS case, the value given is for the average NLOS path found corresponding to omni-directional antenna at the transmitter and receiver.] 

	3.55
	3.71[footnoteRef:4] [4:  Note that for the NLOS case, the value given is for the best NLOS path found after beamsteering.] 

	3.766
	4.08
	3.67


Path loss comparison
For comparison, Table CC-A compares the measured LOS with the NLOS path loss derived from the 10 GHz and 20 GHz path loss exponents in the urban micro cell outdoor-to-outdoor experiments as well as 38 GHz and 60 GHz path loss exponents measured in the experiments outlined in [Ref 4]. The values are computed for various small cell applicable distances. The last row of the table indicates the additional path loss (in dB) measured for the NLOS case relative to the LOS case.
Table CC-a
Path loss comparison for LOS and NLOS scenarios in the 10 GHz, 20 GHz, 38GHz and 60GHz frequencies  
	Frequency
	
	10 GHz
	20 GHz
	38 GHz
	60 GHz

	NLOS Path Loss Exp
	
	3.5
	3.5
	3.71
	3.76

	Distance
	Meters
	20
	100
	200
	20
	100
	200
	20
	100
	200
	20
	100
	200

	NLOS Path Loss
	dB
	90.0
	114.6
	125.0
	96.1
	120.8
	131.4
	104.1
	130.1
	141.2
	108.5
	134.8
	146.1

	LOS Path Loss
	dB
	78.2
	92.0
	98.0
	83.4
	97.4
	103.4
	90.0
	104.0
	110.1
	96.1
	111.8
	118.6

	Delta
	dB
	12.2
	22.6
	27.0
	12.7
	23.4
	28.0
	14.1
	26.1
	31.1
	12.4
	23.0
	27.5



4.1.2	Atmospheric and other losses
Other major challenge are introduced by environmental effects such as gaseous (oxygen and water vapour) absorption, rain loss and foliage loss. Path losses due to snow and fog are usually minor, but may be important for rare cases. Gas loss is ubiquitous, but rain attenuation occurs only for small time percentages (Recommendation ITU-R P.837).
Despite these losses, higher frequencies nevertheless could be applicable for IMT use. In fact, frequencies above 6 GHz can actually provide large chunks of spectrum with sufficiently low atmospheric attenuation in the case of small cells. 

Figure AA (Figure 6.1 of the ITU-R Handbook on Radiometeorology) shows the specific gas, rain and fog attenuation (dB/km) as a function of frequency. As seen in Figure AA, these effects exhibit a high degree of frequency dependent variation. Rain loss can be more significant compared to other atmospheric losses, except near the peaks in gaseous attenuation, but is relatively infrequent. 
Atmospheric gas loss is approximately 0.10 dB/km and 0.15 dB/km at 28 GHz and 38 GHz, respectively, and about 0.40 dB/km at frequencies between 70 and 90 GHz. Since urban microcells will be designed for inter-site distances within 200 meters (both for backhaul and cellular), the gas attenuation could be of little concern. Thus, frequencies above 6 GHz can provide access to spectrum with sufficiently low atmospheric attenuation in the case of small cells. 
Similarly, rain attenuation is much less severe in distances of 200 meters or less, even during extremely heavy rain events (150 mm/h), being less than about 8 dB up to 100 GHz, and much less during most rain events (Recommendation ITU-R P.838). Even those frequencies represented by the peaks in Figure AA that are more susceptible to molecular oxygen and water vapour losses than other bands could still be used for small cell applications where the atmospheric attenuation is not a limitation. In these frequency ranges, the inherent atmospheric loss also limits reach of interfering signals, allowing tighter reuse of carrier frequencies.
Figure AA
Atmospheric attenuation vs. frequency 
[image: ]
Since the size of raindrops is similar to the wavelength around the millimetric wave frequency bands, it causes the scattering effect of the signal propagation.
Detailed information on oxygen and water vapor loss can be found in ITU-R P.676. Information on rain loss can be obtained from ITU-R P.838. Also, the ITU-R Handbook on Radiometeorology will provide good supporting material. 
The total specific attenuation (dB/km) caused by atmospheric gasses and rain is:
		[image: ]	
where G is the sum of the specific attenuations (dB/km) of oxygen and water vapour, respectively:		[image: ]
	 	and 
	R 	is the specific attenuations (dB/km) due to the rainfall: 
		[image: ]
R is the rain rate (mm/h); values for the coefficients k and αare determined as functions of frequency, f (GHz) and the polarization type (Recommendation ITU-R P.838). 
For outdoor usage, there are other signal impairments that must be considered, and which make the situation described by Table CC more challenging, albeit intermittently. Local environmental factors such as trees and shrubs cause additional attenuation of the millimetric signal.
Generally, rain effects are analysed in terms of system outages which are typically required to be on the order of 0.01% or even 0.001% (i.e., 99.999% system availability) against expected mm/hr rainfall in a geographical region (Recommendation ITU-R P.837). For small cell radii below 200 meters, the effects do not seem to be insurmountable. A 30 GHz carrier will see less than 1 dB loss over 200 meters in a “heavy rain” (25 mm/h), while a 60 GHz carrier would see less than 2 dB. However, tropical downpours, hurricanes, and the like where reliable mobile communications links are vital, must be taken into consideration [Ref 1].
Foliage and vegetation could also cause additional attenuation to radiowave signals in frequencies above 6 GHz. The associated loss is caused by a combination of diffraction, ground reflection and through-vegetation scattering. Recommendation ITU-R P.833 includes information for calculation of foliage loss for up to 60 GHz for terrestrial and slant paths. For terrestrial links, the loss is expressed in the form of:
[image: ]
In which Lsidea and Lsideb represent loss due to diffraction from either side of the vegetation, Ltop represents the diffraction loss above the vegetation, Lground is the loss due to ground reflection, and Lscat is the loss due to scattering through the vegetation. Formulas for calculating the above losses, which depend on frequency, depth of the vegetation, and type of the vegetation, are included in Recommendation ITU-R P. 833. The figure below depicts attenuation due to vegetation for 0.5 m2 and 2 m2 illumination area, for in leaf and out of leaf situations. 


Figure ABC
Attenuation for 0.5m2 and 3m2 illumination area, a) in leaf, b) out of leaf
[image: ]

4.2	Recent activities on radiocommuncation channel characteristics and modelling 
4.2.1	General
In general, an appropriate channel model for higher bands including millimetric bands should fulfil a set of requirements including those listed below:
–	provide accurate space-time characteristics of the propagation channels in three-dimensional (3D) space for LOS and NLOS conditions;
–	support beamforming with steerable directional antennas on both transmitter and receiver sides with no limitation on the antenna type and technology;
–	account for polarization characteristics of antennas and signals;
–	support non-stationary characteristics of the propagation channel arising from UE motion and non-stationary environment (e.g. moving people causing communication link attenuation or full blockage).
The channel models can be divided in two categories, geometry based stochastic approach, and deterministic/quasi-deterministic, depending on the approach taken. The geometry based stochastic approach characterizes the channel as a number of probabilistic rays with different delay and angular spread representative of a particular multi-path propagation environment. The spatial and temporal statistics are collected in a measurement campaign for a given frequency in an environment typical to the desired deployment. The purely deterministic model would use electromagnetic equations and the model of the scatterer environment to predict the channel between the transmitted and the receiver, whereas the The quasi-deterministic approach is based on the representation of the channel impulse response as superposition of a few quasi-deterministic strong rays and a number of relatively weak random rays, and the parameters for a given frequency in a particular environment are based on a measurement campaign. Even though a large body of work has already gone into channel measurements and modeling, due to the multitude of different propagation environments and the large frequency range, the industry and academia are working to develop a set of channel models best meeting the needs of the IMT propagation environments for bands above 6 GHz. 
One advantage of millimetric wave systems is in the inherently small antennas required, which can be arranged in relatively small-footprint phased-arrays for high directivity and beamsteering.
Generally, RMS delay spread is increased for lower gain antennas which employ wider beams, as the wider profile collects signals from more directions with similar or equal gain to the boresight angle. This particularly applies to UE equipment whose size and power requirements do not support large arrays and have a more omni-directional pattern as exemplified in Figure DD.
Conversely, RMSdelay spread is decreased for higher gain antennas and the associated narrower beamwidth. The transmit beamwidth from the base station limits the direction of the generated energy and thus the opportunities to scatter. Likewise, in spite of the higher gain, scattered energy of the multipath link may not be picked up by the spatial range of the receive antenna boresight.
As an example, assuming a transmitter beamwidth of 5 degrees and the transmitter distance of 100 meters, the UE receiver will be illuminated by the primary transmitter energy and its reflections over an arc length of about 9 meters. 
The reflections will thus be primarily bounded by delays around 30 ns. This model is theoretical, of course, and does not account for sidelobe energy or reflections behind the UE. 
Meanwhile, as outlined through an outdoor ray-tracing analysis of [Ref 7], higher-order rays (i.e., rays with more reflections) have larger angles of incidence and are, therefore, more likely to fall outside of the receiver antenna beamwidth. Theoretically, for a typical geometry of lampposts several meters above the ground and several hundred meters separate, second order systems are often deemed sufficient approximations. A model for this system is outlined later in this section.
Thus, for a given environment and use cases with different transmitter and receiver antenna radiation patterns, one may observe different scattering effects as illustrated, in a rather ideal sense for ease of conceptualization, in Figure HH. The primary point is that delay spread is mitigated by the beamforming paradigm. This is a key area of exploration, simulation and prototyping.
Figure HH
Scattering effects
[image: ]

As stated, recently there have been experiments conducted at millimetric wave frequencies in outdoor environments. These experiments involved both LOS and NLOS scenarios over a variety of distances, antenna gains and beamwidth for several frequencies. Following subsections provide detailed information. The findings are summarized in Table JJ.
Table JJ 
[EDITORS NOTE: OVER WHICH DISTANCE? (see ref 7)]
Summary of channel rms delay spread for NLOS experiments 
	
	28 GHz
	38 GHz
	60 GHz
	73 GHz

	Mean RMS delay spread 
	
	23.6 ns
	7.4 ns
	

	Max RMS delay spread
	454.6 ns
	185 ns
	36.6 ns
	248.8 ns


4.2.2	Frequency range 6-30 GHz 
[Editor’s Note: Input contributions are requested especially for section 4.2.2]
Delay spread in ~30 GHz
From measurements made at 28 GHz, the urban-micro type environment at 28 GHz can be characterized as follows:
· From the NYU WIRELESS 28 GHz outdoor Manhattan database using a 5 dB detectable multipath component threshold, the maximum RMS delay spread values in LOS and NLOS locations are 309.6 ns and 454.6 ns, respectively and the max 20 dB down maximum excess delay  (MED) in LOS and NLOS locations are 1291.4 ns and 1387.4 ns respectively.
· Azimuth angle of arrival spreads of 15.5 degrees for NLOS.
· Azimuth angle of departure spreads of 10.2 degrees for NLOS.
· Elevation angle of arrival spreads of 6.0 degrees.
4.2.3	Frequency range 30-70 GHz 
Channel model in ~60 GHz
During the IEEE Std 802.11adTM standardization process for frequencies around 60 GHz, a large body of work on systematization and unification of the channel model was performed [Ref 8] [Ref 9][Ref 10][Ref 11]. This resulted in a unified, 3-dimensional (3D), statistical channel model for different indoor scenarios [Ref 12] used for development of the IEEE Std 802.11ad standard.
Millimetric wave outdoor channels have been experimentally investigated in a number of papers and reports, especially for LMDS technology (~28 GHz) and various deployments at the 60 GHz band [Re 13][Ref 14][Ref 15][Ref 16][Ref 17]. However, there is still on-going work on 3D models for typical outdoor environments. 
Following the same methodology used for indoor environments, a set of statistical channel models for outdoor scenarios could be developed. As a starting point, one can assume the channel model developed in [Ref 18]. When considering an LOS path plus both first-order and second-order reflected paths, the (m, n)th element of the channel matrix H can be modeled for a second-order channel as:

where K1 and K2 are the numbers of first-order and second-order reflected paths respectively. 
The additive terms are defined as:



where Γ(q) is the perpendicular Fresnel reflection coefficient and λ is the wavelength. This channel model is quite well formulated and tractable and captures the key features of the millimetric wave channel. As a starting point, this simple channel model can be considered for design and analysis until other more accurate millimetric wave channel models are available. 
A quasi-deterministic (Q-D) approach for modelling outdoor and indoor millimetric wave channels is presented here. From measurements made at 60 GHz [Referen1] with three kinds of scenarios, i.e., (i) mobile access scenarios including open area (university campus), street canyon, hotel lobby, (ii) backhaul/front haul scenarios including above roof top (ART), street canyon, and (iii) device-to-device (D2D) scenarios including open area D2D, street canyon D2D, hotel lobby D2D, the measurement in 60 GHz can be characterized as follows (detailed in Annex 4.2):
1)	Link budget drawn from the measurements indicate the necessity of directional transmission. Interference will therefore be a much less limiting factor than at legacy frequencies. Transmit power limitation on the other hand and the achievable gain of adaptive or multiple antennas will limit the achievable range, especially in NLOS cases.
2)	There are significant propagation paths besides the line-of-sight path with considerable power. Their number is limited and strongly depends on the propagation environment. The reflection from the ground plays an important role.
3)	Blockage of particular propagation paths by persons and other objects (e.g. street furniture or vehicles), especially of the direct path has severe effects on the overall channel. This applies to indoor as well as to outdoor environments. However, a communication system can make use of propagation paths that are not blocked.
4)	For a mobile RX (or TX) and dynamic propagation environments, the propagation channel is highly time-variant. The time variance is caused by temporary blockage of particular paths as well as by additionally appearing paths related to moving reflectors. Passing vehicles can result in strong temporary reflected paths.
5)	The cross-polarization ratio (XPR) is relatively small, especially for outdoor scenarios with a limited number of paths. The measured XPR for the ground-reflected ray was less than -25 dB.
6)	The time delay difference of paths can become very small, especially for outdoor scenarios and increasing distance between TX and RX.
7)	A millimetric wave channel model for link and system-level simulations must support (must be combinable with) arbitrary antenna patterns, multi-antenna configurations (beamforming and MIMO), time-variant effects (including Doppler and blockage effects) related to mobile RX, TX and dynamic outdoor environments.
8)	A quasi-deterministic (Q-D) channel modelling methodology is well-suited to describe the channel on a scenario-specific basis. A corresponding approach is presented in the annex. The Q-D approach is based on the representation of the channel impulse response as superposition of a few quasi-deterministic strong rays (D-rays) and a number of relatively weak random rays (R-rays). The model has already been verified and parameterized for several of the above-mentioned scenarios by two independent 60 GHz channel measurement campaigns.
	[Referen1]	A. Maltsev, et al., “WP5: Propagation, Antennas and Multi-Antenna Techniques,” MiWEBA EU Contract No. FP7-ICT-608637, 2014.
Delay spread in ~40 GHz
From measurements made at 38 GHz [7a], the urban-micro type environment at 38 GHz can be characterized as follows:
· From the NYU WIRELESS 38 GHz measurement results which were performed at the University of Texas at Austin campus, most LOS measurements had very minimal RMS delay spread, on the order of 1 ns, due solely to the transmitted pulse shape with one partially obstructed LOS link resulting in a maximum of 15.5 ns. The NLOS measurements exhibited higher and more varied RMS delay spreads, with a mean of 14.8 ns for the 25-dBi receiver antenna and 13.7 ns for the 13.3-dBi receiver antenna. The maximum NLOS RMS delay spreads were 185 and 166 ns for the 25- and 13.3-dBi receiver antennas, respectively. Nonetheless, more than 80% of the NLOS links had RMS delay spreads under 20 ns and 90% of the NLOS links had RMS delay spreads under 40 ns.
· In both LOS and NLOS, 25-dBi narrow beam with the beamwidth of 7.8 degree horn antennas at the transmitter (TX) and receiver (RX) were systematically and iteratively steered in the azimuth and elevation directions, emulating a beam-steering antenna-array architecture. For LOS, the transmitter and receiver were pointed directly at each other in both azimuth and elevation directions, corresponding to zero degree azimuth scanning angles for the transmitter and receiver.
· It is possible to receive many NLOS links for different transmitter/receiver pointing angle combinations, with multipath signals often 10-20 dB weaker from the strongest received signal. 
Delay spread in ~60 GHz
From measurements made at 60 GHz [6a] with three kinds of scenarios, i.e., (i) mobile access scenarios including open area (university campus), street canyon, hotel lobby; (ii) backhaul/front haul scenarios including above roof top (ART)and street canyon; and (iii) device-to-device (D2D) scenarios including open area D2D, street canyon D2D, hotel lobby D2D, and the measurement in 60 GHz can be characterized as follows (detailed in Annex 2):
· The use of directional antennas at both TX and RX led to the discovery that the considered experimental scenario was adequately characterized by only two strongest propagation paths (or rays). The first path corresponded to the LOS component and the second path corresponded to the reflection from the ground (asphalt) surface. All other propagation paths caused by reflections from surrounding objects were more than 15-20 dB lower than these two strongest components.
· The peaks corresponding to the LOS and ground-reflected components are found 2.5 ns apart from each other. The power difference between those two peaks is approximately equal to the ground reflection coefficient (-6 dB) in line with the given scenario geometry where the horizontal distance between the transmitter and receiver is 30.6 m. Initially, the dependency of the channel transfer function (CTF) on the RX vertical motion was investigated for a distance L0 = 30.6 m. According to the measurement results, the millimeter-wave channel has highly frequency selective in an 800 MHz bandwidth. In addition, millimeter-wave channel has very fast variations when the RX height is changing.
· The cross-polarization ratio (XPR) was also measured and the value of XPR was less 
than -25 dB for the ground-reflected ray in the considered experimental scenario. For that purpose, orthogonal antenna polarization configurations were used at the TX and RX. 
· It was identified that typical (not very highly-directional) mobile user antenna will receive two rays (the direct LOS ray and the ground-reflected ray) with rather small time delay (2.5 ns for 30 m). It should be noted, that as the distance between the TX and RX sites increases, the difference between the time delays and angles of arrival between these rays decreases. 
4.2.4	Frequency range 70-100 GHz 
Delay spread in ~70 GHz
Using the measurements at 73 GHz from [REFERENCE 1] as well as ray tracing, an initial channel model was developed[REFERENCE 2].  It was found that in urban-micro type environments the 73 GHz channel has the following characteristics:
1. From the NYU WIRELESS 73 GHz outdoor Manhattan database using a 5 dB detectable multipath component threshold, the maximum RMS delay spread values in LOS and NLOS locations are 219.2 ns and 248.8 ns, respectively and the max 20 dB down maximum excess delay (MED) in LOS and NLOS locations are 762.3 ns and 1053 ns respectively.
2. Azimuth angle of arrival spreads of 3.0 degrees for LOS and 20 degrees for NLOS.
3. Azimuth angle of departure spreads of 3.5 degrees for LOS and 12 degrees for NLOS.
4. Elevation angle of arrival and departure spreads and biases (deviation from the LOS elevation angle) were distant-dependent.
5. A Ricean factor of 12 dB for the LOS channels.
6. A cross-polarization discrimination factor for the NLOS path of 15 dB, based on the limited set of measurements available.
In addition to considerable studies to date, further measurements and analyses are underway to accurately develop channel models including but not limited to characterization of the angular domain of the channel, consideration of accurate space-time characteristics, polarization characteristics, scattering, etc. 
[REFERENCE 1]	A. Ghosh, et al., "Millimeter wave enhanced local area systems: A high data rate approach for future wireless networks," IEEE Journal on Selected Areas in Communications, vol. 32, no. 6, pp. 1152-1163, June, 2014.
[REFERENCE 2]	T. A. Thomas, et al., "3D mmWave Channel Model Proposal," in Proc. IEEE VTC-Fall/2014, Vancouver, Canada, September 14-17, 2014.
Millimetric wave angular spread
For millimetric wave bands, the spatial propagation characteristics, especially angular domain characteristics can have influence on beamforming key technologies design. The results in [Ref y] showed that the directional dispersion of 72 GHz indoor channels is sparser than those obtained in lower frequencies. The observation of angular spreads implies that spatial beamforming techniques are preferable in both backhaul transmission and radio access.
4.3	Summary/Conclusions 
[Editor’s Note: To be developed].
5	Characteristics of IMT in the bands above 6 GHz 
The use of bands above 6 GHz for small cells is expected to provide the scalability, capacity and density required for a seamless integration of these cells into the cellular network infrastructure [Ref 1][Ref 2]. These higher bands contain large frequency ranges with existing primary allocations to the Mobile Service, and offer the potential for increased network capacity as well as network densification. All of these benefits, on the other hand, come at the expense of added system complexity particularly in terms of radio frequency (RF) front end, complex antenna design, and the need to combat higher atmospheric losses. However, recent advancements in technologies developed for spectrum around 60 GHz (see section 6) have produced cost effective solutions that can be leveraged to overcome many of these challenges. The following sections discuss some of these challenges while section 6 describes technologies that could provide potential solutions associated with these problems.
[bookmark: _Toc401287164]5.1	Outdoor-to-outdoor coverage and link budget
The first consideration for link budget analysis is the signal power attenuation due to propagation loss over the air. The inverse Friis equation for isotropic radiators relates the free space path loss (FSPL) of an RF carrier as proportional to the square of its frequency. FSPL also increases in proportion to the square of the distance between the transmitter and receiver (Recommendation ITU-R P.525). As such, a 30 GHz signal transmitted over a distance of 20 meters loses 88 dB of power just covering this relatively short distance between transmitter and receiver. At 100 meters, the loss is increased to 102 dB.
Coverage can be analysed from the link budget perspective. Since the typical outdoor urban environments will include NLoS paths, the analysis should include the NLoS cases. For the given system parameters of Table 1, the maximum distances thatcan support 1 Gbps data rate in various environments can be found in this section. 
In the analysis presented in Table 2, the 28 GHz frequency band is considered for the center frequency of systems with 1 GHz bandwidth. Tx EIRP and Rx gain are assumed to be 65 dBm, which can be realized by low-power base stations. For example, 30 dBm Tx power with 25 dBi Tx antenna gain and 10 dBi Rx antenna gain can be used for the systems. 
Table 1
System parameters for link budget analysis
	Carrier Frequency (GHz)
	28
	38
	60

	Tx EIRP + Rx Gain (dBm)
	65
	67
	67

	Bandwidth (GHz)
	1
	0.5
	2

	Rx Noise Figure (dB)
	7
	10
	10

	Other losses (dB)
	10
	10
	10

	Target SNR (dB)
	0
	N/A
	N/A

	Target Data Rate (Gbps)
	1
	1
	1

	
	
	
	


Table 2
Example link budget analysis for various environments at 28 GHz
	Environments
	Open Space
	Campus
	Dense Urban
	Dense Urban

	LoS / NLoS
	LoS
	NLoS
	NLoS
	NLoS

	Reference
	Friis Equation
	[R5]
	[R6]
	[R7]

	Path loss model
	PL(d) = 61.4 + 20*log10(d)
	PL(d) = 47.2 + 29.8*log10(d)
	PL(d) = 96.9 + 15.1 *log10(d)
( for d<100 )
PL(d) = 127.0 + 87.0*log10(d/100)
( for d>100 )
	PL(d) = 61.4 + 34.1*log10(d)

	Max. distance for 1 Gbps
	978 meter
	304 meter
	40 meter
	57 meter

	Max. distance for 100Mbps
	3,634 meter
	734 meter
	116 meter
	122 meter


As shown in the Table 2, the low-power base station can provide 1 Gbps using 1 GHz bandwidth for the outdoor coverage with from tens to hundreds meter cell radius depending on cell environments. For example, the campus in [R5] which is similar to sub-urban environments could serve a 300 meter distance at 1 Gbps data rate while the dense urban environments like New York City [R7] could provide 1 Gbps data rate for the distance of up to around 50 meters even if the channel link is blocked by buildings. If the channel link is clearly secured without any obstacles between the transmitter and the receiver, the distance would be increased similar to the case of free space.
As indicated in Figure DD, a small cell situation at 39 GHz and 60 GHz is assumed wherein the base station is presumed to transmit at the maximum transmit power of 27 dBm and has a transmit antenna gain of 15 dBi due to the directivity provided by a beam steerable patch array antenna. On the user equipment (UE) side, the constraint is to a maximum transmitter power of 10 dBm and only 5 dBi of antenna gain, e.g. using a single-element patch antenna, due to form factor limitations.
Figure DD
Example link budget scenario
[image: ]
The results are summarized in Table EE. It should be noted that baseband techniques such as coding gain and shadowing effects on the channel model are not considered. Nevertheless, the results in Table EE give a good indication of the challenges presented by the link budget.
Table EE
Example DL LOS link budgets for 60 GHz and 39 GHz

	
	
	60 GHz
	 39 GHz

	Tx Power
	dBm
	19
	19

	Tx Ant Gain
	dB
	24
	24

	EIRP
	dBm
	43
	43

	Path Loss
	dB
	LOS: 
PL(d) = 92.44 + 20log10(60)+20log10(d/1000)
	Street Canyon: PL(d) = 82.02+23.6*log10(d/5)
	LOS: 
PL(d) = 92.44 + 20log10(39)+20log10(d/1000)
	Street Canyon: PL(d) = 78.28+23.6*log10(d/5)

	Rx Ant Gain
	dB
	15
	15

	Signal BW
	GHz
	2
											0.5

	Input Noise Power
	dBm
	-80.9

	Radio NF
	dBm
	10

	Implement. Loss
	dB
	10

	Capacity (Achievable rates)
	Gbps
	LOS:
2.98 Gbps in 20 m
2.05 Gbps in 100 m
1.65 Gbps in 200 m 

	NLOS:
2.83 Gbps in 20 m
1.74 Gbps in 100 m
1.27 Gbps in 200 m
	LOS:
8.08 Gbps in 20 m
5.75 Gbps in 100 m
4.75 Gbps in 200 m
	NLOS:
7.71 Gbps in 20 m
4.97 Gbps in 100 m
3.79 Gbps in 200 m



The salient point of this analysis is the high degree of antenna gain required for any appreciable small cell radii. Much higher gain is needed to achieve high data rates. Indeed, large 60 GHz patch antennas on the market today are advertising gain of 29 dBi. However, they are designed to support highly directive point-to-point installations. This issue is addressed further in section 5.1,where an alternative approach is presented.
Example link budgets for 72 GHz are summarized in TABLE EEE. Since the antenna array can be much denser and compact, high antenna gain of 34dBi can be achieved in the 72 GHz band. The link budgets show that the coverage at 1Gbps can be about 120 meters under NLOS propagation conditions. For LOS conditions, the coverage at 1Gpbs can be enlarged to more than 470 meters. With abundant potential spectrum resource, 72 GHz band can meet the requirements of most of the use cases introduced in 4 bis.
Table EEE
Example DL Outdoor link budget for 72 GHz 
	Parameters
	72GHz

	
	NLOS
	LOS

	Transmitter power (dBm)
	26.00

	Path loss (dB)
	PL(d)= 69.59 + 36.7∙log(d)
	PL(d)= 69.59 + 28.6∙log(d)

	Transmitter antenna gain (dBi)
	34.00

	Transmitter EIRP (dBm)
	60.00

	Receiver antenna gain (dBi)
	21.00

	Bandwidth (GHz)
	2.00

	Receiver noise ﬁgure (dB)
	7.00

	Receiver noise power (dBm)
	-73.99

	Implementation Loss (dB)
	10.00 

	Capacity and Coverage
	1Gbps: 122.92m 
10Gbps: 37.98m 
	1Gbps: 477.18m
10Gbps: 105.86m 



[bookmark: _Toc401287165]5.1.1	Outdoor-to-Indoor Coverage
For cost reasons it would be desirable to provide indoor coverage using base stations located outdoors. A discussion of building penetration losses for these scenarios along with illustrations of simulated indoor-to-outdoor path gain maps for different building types at frequencies above 6 GHz can be found in Annex 3. Section A3.1 in Annex 3 also contains simulated user throughput performance for these scenarios, for a range of frequencies up to 60 GHz. The results of the simulations conducted are shown in the table below for two types of building (A and B), and, for each building, two types of indoor propagation models; further, for each model, three different frequencies): 

	
	Building A
	Building B

	
	Indoor Model 1
	Indoor Model 2
	Indoor Model 1
	Indoor Model 2

	10 GHz
	1 BS 
>100 Mbits/s
	1 BS 
>100 Mbits/s
	>1 BS 
>10 Mbits/s
	>2 BSs
>10 Mbits/s

	30 GHz
	>1 BS 
>10 Mbits/s
	>2 BSs
>10 Mbits/s
	>6 BSs
>10 Mbits/s
	>6 BSs
>10 Mbits/s

	60 GHz
	>6 BSs
>10 Mbits/s
	>6 BSs
>10 Mbits/s



		
	>10 Mbits/s: Not achievable even with narrow beam entering through the window as the IRR glass loss is comparable to that of the concrete wall (~40 dB)
	>10 Mbits/s: Not achievable even with narrow beam entering through the window as the IRR glass loss is comparable to that of the concrete wall (~40 dB)


5.2	Mobility
Since the Doppler shift is a linear function of the velocity and the operating frequency, frequency bands above 6 GHz will experience higher Doppler shift than do current cellular frequency bands under 6 GHz. For example, if the velocity of the mobile station is 120 km/h, the maximum Doppler shift at 30 GHz is 3.33 kHz, which is 10 times greater than at 3 GHz if other conditions are kept the same. 
The channel link between the base station and the mobile station usually includes of multi-path components which have different routes with different time delays, angles of departure and angles of arrival. From the perspective of the receiver, every path with a different route may result in a different Doppler shift because of potentially different velocity components experienced by each path.Therefore, multipath environments introduce a spread of Doppler shifts at the mobile station, which will be larger above 6 GHz because of the increased maximum Doppler value, while the minimum Doppler shift remains as zero. Consequently, the enlarged Doppler spread in frequency bandsabove 6 GHz results in faster channel fluctuations in the time domain than that in current cellular frequency bands. 
In mobile communication systems, channel fluctuations in the time domain necessitate afeedback mechanism for of various information including channel quality to properly adapt system operation to the channel fluctuations so that system performance can be maximized. Since the latency of the feedback mechanism is a decisive factor to deal with the channel variation from mobility, it is important to minimize the latency. One limiting factor for the feedback latency is the symbol duration, which is directly determined by the bandwidth size. In frequency bands above 6 GHz, the available bandwidth could be much larger and the symbol duration could be shortened, making it possible to reduce the feedback loop latency.
Another factor determinig the amount of channel fluctuation is the number of multi-paths. If the number of multi-path components is reduced, then the channel fluctuation becomes smoother in the time domain. Therefore if the multi-path components impinging on the receiver are reduced by using narrow beamforming, channel fluctuation will be less than in the case of wide beamforming.
5.3	Impact of bandwidth
One benefit of adopting higher frequency for mobile communication is a capability to implement wide channel bandwidths with a bandpass filter. For FDD implementation, a duplex filter is needed. Tunable and reconfigurable radio frequency (RF)/microwave duplex filters are important building blocks in modern wireless systems used for channel selection and noise reduction and they can represent a major bottleneck in performance. With the ever-increasing demand for use of spectrum above 6 GHz for mobile services, there is an urgent need for hardware that is tunable and reconfigurable, so it can be used for multiple applications while facilitating efficient utilization of the available spectrum. This includes a large variety of novel planar/hybrid tunable circuit realizations for spectrum management and dynamic broad-band filtering, as well as new low-loss micro-electromechanical systems (MEMS)-based reconfigurable duplex filters for wide tuning ranges and their realization through cutting-edge technologies. The current state-of-the-art allows for a maximum duplex filter size of around 3-4% of the center frequency of the band [R8] which means that it is very difficult to implement a wider channel bandwidth. For example, at a 12.5 GHz center frequency, it is feasible to implement a duplex filter for a 500 MHz channel bandwidth. A duplex filter at 28 GHz can cover a 1120 MHz channel bandwidth or two 500 MHz channels. If center frequency (Fc) x 0.03~0.04 is less than the channel bandwidth necessary to meet a specific data rate, carrier aggregation is required to achieve that data rate as shown as Figure XX.
Figure XX
The number of duplex filter to cover BW to meet required data rate
[image: ]
(a) 28GHz bands
[image: ]
(b) Fc where Fc x 0.03~0.04 is less than channel bandwidth to meet a required data rate.


6	Enabling technologies toward IMT in bands above 6 GHz
6.1	Antenna technology
Antennas naturally scale well with frequency and hence user devices and wireless access points can certainly exploit the smaller required footprint by implementing additional elements. If one were to consider a typical handset size of 120 mm x 60 mm, it would be feasible to fit upwards of 24 antenna elements across the shortest edge (60 mm) operating at 60 GHz. An 8x8 array would occupy a footprint of 20 mm x 20 mm. 
The intergration of higher bands with lower bands (such as 700 MHz, 1.9 GHz, 2.6 GHz) requires a much larger footprint. It is difficult to design antennas that can operate well at both 700 MHz and 60 GHz and as such, it is possible that the two bands would require separate antennas.
The shorter wavelengths of above 6 GHz frequency bands make it possible to put more antenna elements in the limited size of the form factor. The antenna technology with the enlarged number of antenna elements can be used to provide high beamforming gain so that the increased path loss of above 6 GHz frequency bands can be mitigated by beamforming techniques with correctly pointing direction. 
Considering the enlarged number of antennas with wider bandwidth, however, having ADC/DAC per antenna element might be challenging because of the overall cost and power consumption. For the reason, communication systems in above 6 GHz frequency bands have utilized the phased array architecture in radio frequency or inter frequency instead of base band, which can reduce the number of ADC/DAC while keeping the high beamforming gain. ADC is a bottleneck for multi gigabit communication. The high signal bandwidth requires very fast A/D and D/A-converters.  Recently the hybrid beamforming structure has been suggested which combines phased array beamforming with the digital precoder [R9, R10]. The phased array beamforming is used to enhance the received signal power by using beamforming gain, and the base band signal processing at the digital precoder is used to manage multiple streams for the further improvement.
Though greater antenna gains may be achieved with narrower beams, this may be of detriment to MIMO communications as some scattering environments call for broader beam antennas to maximize channel capacity, i.e. narrow beams are not always ideal. If the beams are too narrow, then beamforming may not be able to properly synthesize a broad, omni-like aggregate pattern.
6.1.1 	Directional Fixed-Beam Antenna Array
Fixed-Beam Antenna Array is a beamforming technology that the direction of multiple beams are pre-adjusted and fixed in order to provide overall good service coverage in whole cellular area. The fixed beamforming has advantage of simplicity because it doesn’t require phase shifters. Phase shifter usually requires complex calibration process that precise adjustment often needs skilled experience.  
Figure X1 below shows a schematic view of fixed beam antennas. In this configuration of antennas, an area of cell (or sectors) is covered by multiple fixed beams of which the exact number of beams and beam-width can be varied according to deployment plan. The figure shows an example of cell area covered by 48 fixed beams, in other words, 48 patch antenna panels. Each panel of patch antenna array consists of 88 or 812 patches of simple mmWAVE components. Note that using 28 GHz carrier frequency band, the size of one antenna patch becomes so tiny that the size of one panel can be made smaller than typical smart phone. 
FIGURE X1
Directional Fixed-Beam Antenna Array and patch panel
[image: ][image: EMB000017c811e0]

6.1.2	Full Adaptive Antenna Array
From the antenna perspective, traditional copper-based printed designs remain viable at 60 GHz. The issues at 60 GHz are mainly the complexity and performance of the Tx/Rx modules. Thus, a fully adaptive antenna array is feasible strictly from the antenna element design perspective both in cost and performance.  Some alternatives such as reflect array and transmit array antennas and parasitic array antennas can be used to enhance the size and gain without additional transmission line loss.
An example of capacity improvement using full adaptive antenna array is presented below. The path loss is compensated through a combination of multiple elementary antenna components, allowing ranges in the order of several hundred meters in LOS conditions, resulting from coherent combining of signals transmitted and/or received on multiple elementary antennas. It should be noted that the use of such Large Scale Antenna Systems (LSAS) for massive MIMO is studied for TDD operation.
Each elementary antenna can have only a modest gain, here assumed as 8 dBi, (though lower radiation efficiencies at higher frequencies may drop this gain by by 1-2 dB in practice), due to the need to receive from a wide range of possible directions. This is also consistent with typical patch antennas used in current small cells. The rest of the gain has to be achieved through adaptive beamforming to accommodate random mobile locations and angular spread. 


FIGURE XX1
Data rate vs system bandwidth under outdoor Line-of-Sight conditions
[image: ]
The above results are produced assuming a transmitter power of 1W, and a Noise Figure of 10 dB, at 60 GHz frequency in LOS conditions.
6.1.3	Modular antenna array overview
There are many sources of propagation loss, as discussed earlier in section 4.2, at frequencies above 6 GHz for which antennas with high directivity may be used to compensate for such losses. Meanwhile, modern communication systems often require a station to be capable of covering relatively wide sector around it to communicate with other stations regardless of their locations. Traditional antenna architectures are generally not capable of combining wide angle coverage with high directivity. Reflective, parabolic dishes and lenses can create narrow beam thus delivering the needed 30-40 dB antenna gain, but they lack the flexibility to cover wide angle and are relatively bulky. Phased patch antenna arrays allow steering the beam to a desired direction. However, to achieve the necessary directivity, the array must consist of a large number of elements (several hundred to thousands).
Antenna array architectures currently used for mass production and intended for personal devices, comprise a single module containing an RFIC chip that includes controlled analogue phase shifters capable of providing several discrete phase shifting levels. The antenna elements are connected to the RFIC chip via feeding lines. Due to the loss on the feeding lines, this approach allows implementing antenna arrays with relative small dimensions of up to 8x8 thus achieving gains of about 15-20 dB.
[Editor’s Note: A reference should be provided that validates the gain limitation of 15 – 20 dBi gain on an 8x8 array.]
One novel antenna array architecture for the millimetric wave band that provides simultaneous flexibility in form factor choice, beam steering, and high array gain in a conceivably more cost‑efficient manner is to construct modular, composite antenna arrays. Each module is implemented in a traditional way with dedicated RFIC chip serving several antenna elements 
and an RF beamforming unit. The architecture is shown in Figure KK. 
Figure KK 
High level block diagram of the proposed large antenna array and example of layout
for the case of planar sub-array modules



The aperture of the modular antenna array and total transmitted power may exceed that of an individual sub-array module proportionally to the number of the sub-array modules used
(e.g., ten times or more). Therefore, much narrower beams may be created and, therefore, much greater antenna gains may be achieved with the modular array as opposed to individual sub-arrays. 
It is also possible that sectors of different sub-arrays may be configured in such a way as to vary the coverage angle of the composite array, thereby creating several coverage angles 
(e.g. to communicate with several peer stations simultaneously).
6.1.4	Multi-antenna transmission using modular phased antenna structures
The propagation properties of the frequencies above 6 GHz channel also contribute to creating several beams by greatly attenuating multi-path components of the signals, thus allowing the advantage of directed transmissions over line-of-sight ray or over the best reflected ray. 
However, there are several technical challenges that affect applicability of traditional Multi-antenna transmission techniques in the frequencies above 6 GHz.
Traditional Multi-antenna transmission implementations assume each antenna can make use of an independently coded spatial stream with its own transceiver chain. In practice, this may be too challenging for systems in frequencies above 6 GHz owing to the sheer number of elements involved for any degree of antenna gain..
[Editor’s Note: As everything scales with frequency components would be no more prone at 60 GHz than it would be for 700 MHz. It is true that coupling may become an issue, but it is easier to mitigate at higher frequencies.  Reducing spatial correlation between antenna elements will become trivial as frequencies increase as the physical footprint one can play with is quite substantial. Increasing element separation by 10% of a wavelength (to reduce coupling, for example) requires a trivial change of 0.5 mm at 60 GHz. The same requirement at 700 MHz would require more than 
40 mm of additional separation, which is next to impossible on a mobile device Notwithstanding propagation and coding issues associated with 60 GHz, antenna designers generally have more freedom and can obtain superior MIMO performance at 60 GHz than lower frequencies (e.g.
 700 MHz, 2.6 GHz) because of the reduced space constraints on antenna footprint.]
In the modular phased array architecture (see 6.1.2), however, each phased array module has a dedicated transceiver with an RF beamforming unit and, therefore, may create a dedicated RF beam as shown in Figure LL. The Beamforming network (BFN) is implemented at the RF or at the baseband of the transceiver unit. Different architectures exist to implement the shaped beam array such as Analog Beamforming and Digital Beamforming.
Beams of individual sub-arrays may be steered in various directions to achieve a number of goals. For example, one may want to steer all sub-array beams in different directions and configure each one to communicate with a different user. This may create the equivalent of an omnidirectional antenna pattern which may be useful to train antenna system of 
a peer station. Alternatively, when steered to different directions, each sub-array may communicate with its own user, simultaneously with other sub-arrays which are also serving other users. 
This may substantially increase the throughput delivered to users by the small cell.  In addition, the idea of adaptive sub-array can also improve the C/I beside its gain advantage and increasing coverage
Figure LL 
Multi-antenna transmission using modular phased arrays
[image: ]

Each antenna sub-array module may be also seen as a single antenna port in the context of a MIMO system. The beamforming gain is provided by the proper array phasing of each element within 
a module and each module within the entire antenna system. Sub-arraying could lead to grating lobes, which can impact performance when attempting to perform direction finding and/or perform null-steering. 
Instead of throughput, one may want to combine the beams for extended distance. The appropriate phasing of sub-arrays with respect to each other may result in a very narrow beam to communicate over extended distances (e.g., to cover very remote users) and to reduce the interference in 
the entire deployment.
More compelling is the challenge of combining all of the above scenarios and to do so adaptively in a mobile environment. This would involve the real-time combining and recombining of modules and user groupings dependent on channel conditions, user data rate requirements, and dynamic locations. The understanding of the trade-offs and complexities of the algorithms involved is quite important.
Table MM illustrates the theoretical downlink throughput performance for a single-user over several different distances. The results are calculated for the 60 GHz band. It is assumed that each module has 16 elements and that the user terminal has a quasi-omni (5 dBi) antenna gain. Both Single Carrier (SC) and OFDM modulations are considered.
Table MM 
Theoretical downlink performance in a single-user case
	Modular antenna array
	Range for 385 Mbps (SC, π/2-BPSK, 1/4)
(meters)
	Range for 3.08 Gbps (SC, π/2-64-QAM, 1/2)
(meters)
	Range for 6.76 Gbps (OFDM, π/2-64QAM, 13/16)
(meters)

	# of modules
	TX power (dBm)
	Tx array antenna (dBi)
	EIRP (dBm)
	
	
	

	1
	10
	15
	25
	25 m
	7 m
	3 m

	4
	16
	21
	37
	91 m
	28 m
	11 m

	8
	19
	24
	43
	166 m
	53 m
	22 m

	16
	22
	27
	49
	288 m
	101 m
	42 m


Note: in the table MM: SC: single carrier, OFDM: Orthogonal Frequency Division Multiplexing, π/2-BPSK and π/2-64-QAM are modulation schemes and ¼, ½, and 13/16 are code rates.
6.2	Semiconductor technology
Although most of current cellular frequency bands fall into the spectrum from 300 MHz to 3 GHz, there are commercial systems in frequencies above 6 GHz for a variety of systems like satellite systems, fixed wireless systems, radars etc. However, the semiconductor technology of above 6 GHz frequency bands for terrestrial mobile applications has mainly been developed toward academic or non-commercial purpose. 
Recently, technologies above 6 GHz frequency bands have been developed in areas including circuits, antennas and communication protocols, in order to exploit the large chunks of bandwidths in those frequency bands as the 60 GHz MGWS (Multi Gigabit Wireless Systems) products are developed for the commercial market.
For example, the silicon-based CMOS (complementary metal oxide semiconductor) technologies are implementing integration system-in-package including mixers, LNAs, PAs, and IF amplifiers in above 6 GHz frequency bands. Cost effective implementations of CMOS nano‑process under 100 nm have facilitated the utilization of 60 GHz spectrum bands.
Also GaAs MMIC technologies are mature enough to have a dominant presence for power amplifiers (PAs), low noise amplifiers (LNAs), switches for digital attenuators and phase shifters, voltage controlled oscillators (VCOs) and passive components from a few GHz to 100 GHz already.
GaN MMIC’s will challenge GaAs technology mostly in high-bandwidth, highpower applications, because, due to the smaller required device periphery for a given specified output power, good impedance matching can be achieved for GaN FET’s over a broader frequency range than for GaAs pHEMT’s. Besides being used for high power RF applications, GaN HFET technology also has strong potential for implementation in a harsh environment. Also, GaN HFET devices are well suited to receiver applications, due to the robust nature and good low noise performance of these devices.  Noise Figures (NF) of less than 0.7dB at a frequency of 10 GHz have been reported for GaN HFETs.
One of key elements for the communication systems of above 6 GHz frequency bands is the use of RFIC because using RFIC provides highly integrated solutions with benefits of the reduction in size, power consumption and cost perspectives. Therefore the RFIC semiconductor process needs to provide sufficient fidelity as discussed in [R11-R13].
Semiconductor manufacturers have successfully shrunk the gate length of transistors into deep submicrometer levels below 50 nm, allowing transit frequencies of CMOS transistors to reach hundreds of gigahertz, much higher than the 60 GHz carrier frequency thereby allowing analog microwave circuitry to be fabricated on the same circuit die and in the same semiconductor process as digital circuitry.  Remarkably, today’s ability to integrate millimetric wave analog circuits in the same process and die as high-speed digital circuitry is a by-product of Moore’s Law, which has been predicting greater integration densities and computations per unit energy for digital circuitry rather than for analog.  Still, there remain challenges to using CMOS for millimetric wave analog components, including increasingly lossy substrates with each new process generation due to higher substrate doping concentrations.
6.2.1	Device for Low Power Consumption 
Below, an example of a state-of-the-art low power millimetric wave CMOS transceiver based on WiGig specifications is discussed. Even though recent works have realized 60 GHz transceivers in a cost-effective CMOS process [Ref 19][Ref 20][Ref 21], achieving low power consumption as well as small form factor remains a difficult challenge. By employing sophisticated built-in self-calibrations, the developed chipset achieves MAC throughput of 1.8 Gbps while dissipating less than 1 W total power. Figure NN shows the block diagram of the transceiver [Ref 22]. 
Figure NN 
Block diagram of RFIC
[image: ]
The RFIC employs direct conversion architecture, supporting all four channels allocated at 60 GHz. Direct conversion is uniquely well-suited to monolithic integration due to the lack of image filtering, and its intrinsically simple architecture. However, the direct conversion receiver has not gained widespread acceptance in mobile Base Station transceivers to date, due to its intrinsic sensitivity to DC offset problems, even harmonics of the input signal and local oscillator leakage problems back to the antenna (which may be the most serious). Offset arises from a) transistor mismatch in signal path b) LO signal leaking to the antenna c) near-channel interferer leaking into the LO part of the mixer, then self-down-converting to DC.. The BBIC includes PHY and MAC layers as well as high speed interfaces. The chipset is developed for single-carrier (SC) modulation, which is suitable for reduced power consumption as compared to OFDM modulation. To overcome performance degradations due to in-band amplitude variations, which are primarily a result of gain variations of analog circuits and multipath delay spread, the chipset employs built-in transmitter in-band calibration and a receiver Frequency Domain Equalizer (FDE) [Ref 22]. These techniques relax the requirement of the gain flatness and process variations for high speed analog circuits, leading to less power consumption with minimum hardware overhead.
Figure OO 
RF antenna module and system board
[image: ]
Figure OO shows the photograph of an RF module and a system board. The RF module employs a cavity structure with the RFIC mounted by flip chip technology. Each Tx/Rx antenna consists of four patch elements, providing 6.5 dBi gain with 50 degree beamwidth. The RFIC and the BBIC are fabricated in 90 nm CMOS and 40 nm CMOS respectively. In the transmit mode, the chipset consumes 347 mW in the RFIC and 441 mW in the BBIC with the output power of +8.5 dBm EIRP. In the receive mode, it consumes 274 mW in the RFIC and 710 mW in the BBIC with 7.1 dB noise figure. 
FigURE PP
Measured MAC throughput over the air
[image: ]
Figure PP shows the measured MAC throughput from one station to the other using different modulation and coding schemes (MCS). The chipset achieves 1.8 Gbps up to 40 cm and 1.5 Gbps up to 1 m. For small cell access or backhaul/fronthaul usage, however, longer communication distance will be required. This is achieved by either increasing the output power or antenna gain. For instance, link margin can be increased by using NTx or NRx elements in a phased-array configuration, which can be installed in base stations where size and power constraints are less critical. Ignoring second order effects such as feeding loss from the RFIC to antenna elements, 
the link margin is increased by a factor of [image: ] due to the phased-array gain and the transmitted power increase. As a numerical example, NTx=32 and NRx=4 gives 36.1 dB, which translate to 65 times improvement in the communication distance.
6.2.2	Device for High Gain Beamforming
Latest advances in the millimetric wave antenna and packaging technology [Ref 23] allow the creation of phased antenna arrays but with a limited number of elements, due to large losses in the feeding lines. Next evolution in millimetric wave technology is Modular Antenna Arrays (MAA) [Ref 24][Ref 25], comprised of large number of sub-array modules. Clearly, the traditional discrete front-end technology cannot be used for millimetric wave purposes because of weight, volume and cost. The only viable alternative is the use of Microwave Monolitically Integrated Circuits (MMICs). From simplicity point of view it is essential that the number of components on the PCB board is kept to a minimum as losses in RF chip intercomnection can easily become significant at higher frequencies. So, the level of integration should be as high as possible.
In the MAA, each module has built-in sub-array phase control and coarse beam steering capability. MAA’s flexible and scalable architecture accomplishes a wide range of antenna gain and apertures challenging today’s regulatory EIRP limits. For example, Figure QQ left shows one module which may be used for constructing the MAA by any configuration or, as a single phased antenna array, for a UE. 
FigURE QQ 
Single MAA element (left) and schematics of an 8-module MAA architecture
[image: cid:image002.png@01CF79EB.CD816B00][image: ]
The 8-module MAA architecture (each sub-array module is an 8x2=16 elements, vertical x horizontal) and its 2D antenna pattern are shown in Figure QQ right and Figure RR, respectively.
FigURE RR
2D antenna patterns for 8-module MAA
[image: C:\Users\rarefi\Desktop\WP 5D June 2014\Intel prep\ant_patterns_for_8by16_wo_gap.gif]
Capable of realizing massive MIMO in baseband with independently phase-controlled antenna elements (totally 8x32=128), such MAA can increase range up to 400 m for LOS backhaul/fronthaul, and up to 100 m for millimetric wave capable small cell access range.
First downlink access link budget (BS 8-module MAA with 19 dBm Tx power, 24 dBi antenna gain, single carrier, π/2-16 QAM modulation, ½ coding rate, and UE with Rx quasi-omni antenna with 5 dBi gain) estimates show a small cell edge throughput of about 3 Gbps for ISD (inter-site distance) of 100 m. First uplink access link budget (BS 32-module MAA with 30 dBi antenna gain and UE with 10 dBm Tx power, quasi-omni antenna with 5 dBi gain, single carrier, π/2-64 QAM modulation, ½ coding rate) estimates show a small cell edge throughput of about 3 Gbps for ISD of 100 m. First backhaul/fronthaul link budget (BS 8-module MAA with 19 dBm Tx power, 24 dBi antenna gain, single carrier, π/2-64 QAM modulation, ½ coding rate at both sides) estimates show a highest data rate of 6.5 Gbps at 150 m range.
7	Deployment scenarios and architectures
7.1	Use cases for IMT in bands above 6 GHz 
IMT technologies adopted for bands above 6 GHz will be mainly used in dense urban environments to provide high data rate services. However, such transmissions can also provide wide area coverage to mobile users by exploiting tracking capabilities and adaptive beamforming. 
Following use cases have been identified.
[bookmark: _Toc401287169]Dense Hotspot in a Indoor Shopping Mall
Deployment of small cells is an efficient solution to cope with the ever-increasing demand of high data rate applications. Environments such as shopping malls may be located outside the city centre i.e., in rural and suburban areas where the capacity of the macro cell based network might not be sufficient. Also, bringing optical fiber in these locations may be unaffordable and wireless backhaul/fronthaul solutions may be preferred to efficiently enable high data rate services in the mall. 
Inside such buildings, small cell deployment avoids outdoor to indoor propagation losses and benefits of the favourable radio environment characteristics to offer an enhanced wireless service. Technologies based on bands above 6 GHz allow larger bandwidth at the cost of an increased number of cells. 
[bookmark: _Toc401287170]Dense Hotspot in an Indoor Enterprise Environment
Proving ubiquitous coverage and high capacity in enterprise space is a big challenge for mobile service providers. Since enterprises buildings are characterized by different characteristics in terms of location, age, size, shape, number of rooms, etc. finding a unique solution to offer high data rate mobile services could be difficult for cost and scalability reasons. Technologies above 6 GHz can provide high data rate to users in their offices while other systems such as macro cell network using IMT in bands below 6 GHz may provide ubiquitous connectivity.
[bookmark: _Toc401287171]Dense Hotspot in Home and Indoor Environments
RLANs are a common way to access wireless applications/services at home. However, RLAN performance can suffer from interference. Moreover, current solutions do not provide seamless handover between cellular networks and RLANs. With use of indoor small cells in bands above 
6 GHz inside each apartment small cells will benefit from the favourable radio environment characteristics that avoid interference between neighbouring apartments to offer an enhanced wireless service. Therefore, in locations where dense deployment of small cells in existing IMT bands is not a viable solution due to the insufficient capacity and/or strong inter-cell interference, small cells in bands above 6 GHz can be used as an alternative to provide high quality of experience in indoor environment.
[bookmark: _Toc401287172]Dense Urban Hotspot in a Square/street
This use case focuses on a square or street located in the city centre where thousands of people may spend part of their daily life. The area is characterized by several possible indoor and outdoor hotspots like bus stops, restaurants, enterprises, and recreation parks. Due to the variety of uses in this environment and the high data rate requirements for multimedia broadband services, conventional solutions may not be sufficient. 
For this dense area, the mobile operators may greatly benefit from upgrading their network through deployment of small cells in bands above 6 GHz, which will enhance the quality of experience of nearby users while providing sufficient capacity. Examples include cases such as users sitting in a cafe or waiting for their bus may launch real time video streaming applications, gaming, video calls, etc. 
In big cities with tall sky-scrapers, networks and street canyons are truly 3-dimensional. There may be need for small cells to provide services at different altitudes. 
[bookmark: _Toc401287173]Mobility in the City
A challenge for mobile operators is to provide high capacity inside public transportation. In this use case, a high number of users may require access to high data rate services in a relatively small indoor location that is characterized by high mobility (around 50 km/h or more). For example, people using trams to move from home to work/the city centre may access internet to read emails, update the software of their devices, download movies and files, or play videogames. 
IMT in bands above 6 GHz could be used to provide access and backhaul/fronthaul dedicated to public transportation capable of providing ubiquitous high data rates to users as they enter and leave public transportation. Backhaul/fronthaul nodes distributed on the railways or on street level can use IMT in bands above 6 GHz to transport data towards the trams and other public transportation along their routes. Devices installed on public transportation would provide connectivity to street level small cells infrastructure. 
Deployment of access nodes in main streets is another possible usage to provide access to fast mobile users in cars and public transportations even if these vehicles are not equipped with small cells.
7.2	Deployment architecture 
The deployment architecture are in general classified into standalone and overlay architectures, where the standalone architecture refers to the network deployment consisting of mere millimetric wave small cells and the overlay architecture refers to the network deployment of millimetric wave small cells rolled out on top of the existing macro networks. 
By leveraging the existing macro cell deployment, millimetric wave small cells are rolled out on top of the existing network to form the overlay network architecture, as shown in Figure 1. In this case, the existing macro-cell layer serves mainly for coverage purpose, whereas the millimetric wave small-cell layer serves for capacity boost. Thanks to the wide bandwidth and beam-forming capability as well as reduced access-link distances, the overlaid millimetric wave small cells are capable of bringing substantial system capacity boost. An essential merit of such overlay network architecture is facilitating separation of control signalling and data transmission, where all control signalling is transmitted by existing macro cells and millimetric wave small cells intend to provide high-rate data transmission only. 
In addition, communication links that require critical reliability can also be established to macro cells. Overlay network architecture overcomes the mobility and signalling issues of the standalone architecture. 
The overlay architecture provides an example of how bands below and above 6 GHz could be  coordinated on a complementary manner for the development of the future IMT for 2020 and beyond, with baseline coverage ensured by frequency bands utilized for macrocell operation, and additional elements to be developed at higher frequencies for improved capacity, where and when necessary.


Figure 1
Overlay network architecture
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In the standalone architecture, as shown in Figure.2, millimetric wave small cells are deployed seamlessly over the designated area for provisioning of full mobile services. By virtue of advanced antenna technology, compact antenna arrays with massive antenna elements provide high beam-forming gains, which is a key for overcoming excessively high path loss at millimetric wave frequencies, as well as reducing interference between users through narrow beam communications. Together with much wider bandwidth available, millimetric wave small cell deployment can provide area throughput on magnitude orders higher than the existing macro cell networks. However, due to much shorter inter-site distance between small-cells, mobility management and excessive signalling exchange become critical issues for mobile users. 
FIGURE 2 
Standalone network architecture
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Besides the access network architecture, backhauling is another critical challenge to fulfil the demands of future mobile traffic. In the context of dense deployment of millimetric wave small cells, average cell throughput on the magnitude of multi-Gbps and as small service area as tens of meters, conventional wired backhauling is not feasible in many cases due to excessive deployment costs for large number of small cells, or physically unavailability for wired-line deployment, and wireless backhauling deems to be the only alternative. 
In terms of backhaul operational frequency, both in-band and out-band backhauling are optional, where backhaul links operate in the same spectrum as access links for the in-band backhauling and operate in a separate spectrum for the out-band backhauling. In-band backhauling for millimetric wave small cells facilitates single antenna usage for both access and backhauling purpose, with concerns over mutual interference and capacity trade-offs between access and backhaul links. Millimetric wave spectrum is in nature applicable for backhauling due to its directive propagation characteristics. Out-band backhauling, on the other hand, requires additional spectrum resources. Dense small-cell deployment also requires flexible and robust one- or multi-hop backhauling. For this purpose, mesh-alike backhaul networking, as shown in Figure 3, is preferred to provide balanced backhaul links over multiple routes and robustness over single-point failure. 
Figure 3
Wireless backhauling
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Different combinations of the above networks can be implemented. A combined network of wireless backhauling and overlay network is a promising network which could well reduce network deployment while meeting a smooth evolution of current cellular network and future high frequency network. Another way is to combine standalone high frequency network and wireless backhauling.
7.3	Deployment Scenarios
Various deployment scenarios are envisaged for IMT in bands above 6 GHz. For instance, cooperating radio nodes in bands above 6 GHz, denoted as a cluster, can be deployed to cope with propagation characteristics in bands above 6 GHz. Figure Y shows an example of a cluster which is deployed with IMT systems in existing bands in overlay architecture. In this case, a user can be covered by multiple radio nodes within the cluster and also covered by IMT systems in existing bands. 
Figure Y
An example of a cluster in IMT systems above 6 GHz
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Recent field measurement campaigns with base stations clusters have been conducted in dense urban environment aiming to create statistical spatial channel modelling for future cellular networks operating at millimetric or sub-millimetric frequency ranges [Refe 3]. 
The studies described in this reference suggest that, even under NLOS conditions, statistical spatial channel models could be used to derive beam steering algorithms to optimize the angle of departure and angle of arrival of the link between the base station and the terminal. In addition the deployment of several base stations in a cluster results in terminals being connected to more than one base station.  These studies show that, in some dense areas in New York City this type of deployment scenario provides on average 2.5 usable links per terminal, each of these links being optimized by beam steering algorithm.
One approach to increase capacity of existing networks is to combine different networks in different bands, as well to extend indoor systems to outdoor hot spot extensions utilizing bands above 6 GHz. See an example in Figure ZZ below.
Figure zz
An example of a combination of different networks
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The main distinctive characteristic of a small cell is its range. For small cells developed using cellular technologies, the range is expected to be typically around 10 to 200 meters under NLOS conditions, which is much shorter than the range of a cellular macrocell which might be several kilometres [Ref 26].
Small cells can be deployed indoor (e.g., femto cells) or outdoor. When deployed outdoor, small cells are typically deployed at a lower height than a macro cell (e.g., on street lamp posts) and with lower transmit power to serve a targeted area. Therefore, a number of small cells are needed especially in the dense urban area where more obstacles of signal propagation exist and where the mobile traffic keeps increasing. 
Small cells can be managed or unmanaged. Managed small cells are those that are deployed under the control of the cellular operator. Unmanaged small cells are those deployed by end users, such as Home base stations. Considering vast deployment of small cells with the low operating expenditure (OPEX) and low cost per bit, it is helpful to have the feature of self-organizing network (SON) capability. 
Small cells are deployed with one of two primary targets (Figure SS):
-	Coverage extension/enhancement: by deployment of small cells at the edge of a macro cell to extend the coverage of the cellular communication system. Coverage of the small cell and coverage of the macro cell may partially overlap. This type of small cell is engineered to enhance user perceived experience with respect to service availability, and not primarily designed for targeted capacity. This type of small cell can be deployed both indoor and outdoor, and can be thought of as a range extension for macro cells where peripheral coverage areas at cell edge requires Quality of Service (QoS) and enhanced data throughput.
-	Capacity improvement: by deployment of small cells within the coverage of a macro cell to improve data throughput of the cellular communication system. Usually, the coverage of the small cell and the coverage of the macro cell overlap to a large extent.
Figure SS 
Capacity Improvement (left) and Coverage Extension (right)
[image: cid:image003.png@01CF8CAD.F2CAEDD0]
An increase in cell density for the given area usually leads to an increase in inter-cell interference and difficulty of managing more frequent handover request. For these reasons, it is desirable to consider interference management techniques and also enhanced mobility management schemes to relieve the degradation of mobility performance.
For example, the dual connectivity allows a UE to connect to a macro cell and a small cell simultaneously so that the small cell is used for data transmission while the connection management is taken care of by the macro cell.
On the basis of types of deployments, three categories of small cells deployment scenarios can be identified [Ref 26]:
[bookmark: _Toc401287187]7.3.1	Hotspot
Hotspot is a type of small cell deployed to ease congestion from the macro cell, within the macro cell coverage. Therefore, this type of small cell provides targeted capacity in areas with high traffic density. 
[bookmark: _Toc401287188]7.3.2	Indoor
Indoor small cells are often deployed to improve indoor public spaces with steady daily nomadic (non-mobile) traffic and occasional peaks within the enclosed structures such as hotels and office spaces, often isolated from the macro cell outdoor coverage. As such, indoor small cells provide coverage enhancement. Indoor scenarios could be further divided into a) large indoor area such as shopping malls, airports, stadiums, etc. and b) multi-room scenario such office buildings.
One typical deployment scenario is an airport terminal lounge, in which small cell base stations operating at high carrier frequency are installed on the wall or ceiling, or collocate with the air conditioner. Most of the links of indoor scenario are LOS channel, but some can be NLOS channel because of obstacles created by human body or furniture, such as, table, chair, cabinet, etc. 
FIGURE 4 
Example of Indoor small cell deployment
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[bookmark: _Toc401287189]7.3.3	Outdoor
Outdoor small cells are deployed to provide coverage and/or capacity in concert with macro cells coverage or in isolation of the macro cells such as in disaster recovery support and in rural areas. Although small cells are typically mounted on street facilities (i.e., deployed at a lower height than a macro cell), it is noteworthy that in some scenarios the beams of outdoor small cells may be directed at higher locations, such as window panes (e.g., in order to cater for indoor coverage with or without additionally deployed repeaters), or elevated train tracks, and like. 
The typical outdoor deployment scenario is to collocate high frequency small cell base stationswith the public facilities, such as, light poles along the street, bus stop, etc. The figure XX shows an example of outdoor small cell deployment in an urban street.
Figure 5
Example of Outdoor small cell deployment
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Some cells can form a cluster to provide users with contiguous accesses of high throughput. E.g., tourist can share the interesting places with their friends by video phone calling as walking in a tour street. The high frequency point-to-point link between cells can be also exploited to improve throughput by taking advantage of cooperation between nodes. The users’ access links can be LOS channels, or NLOS channels caused by foliage, cars, pedestrians, etc, while the links between base stations are usually LOS since the height of light pole is more than that of most obstacles.
Outdoor scenarios could be further divided into a) contiguous coverage, b) non-contiguous coverage, and c) backhaul and fronthaul.
In a distributed base station architecture, the Base Band Unit (BBU) is physically separate from the Radio Remote Unit (RRU). Multiple RRUs typically share one BBU to improve the processing efficiency of baseband data. Fronthaul refers to the link between BBU and RRU. The fronthaul may also include the link between RRHs in some deployment cases. In the existing network deployments the fronthaul is typically connected with a fibre optic cable introducing deployment complexity and decreasing the data transmission efficiency. Therefore, in the considered deployment scenarios, it is beneficial to connect the fronthaul link wirelessly using frequency bands above 6 GHz. Backhaul refers to two links, 1) the link between Macro/Pico BS and Core Network, 2) the link between Macro/Pico BSs. An overview of the overall network architecture is shown in Figure 6. All the backhaul, fronthaul and access link can operate on bands above 6 GHz.  

Figure 6
Description of distributed base station deployment
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[Refe 3] 28 GHz Angle of Arrival and Angle of Departure Analysis for Outdoor Cellular Communications using Steerable Beam Antennas in New York City, by Mathew Samini, Kevin Wang, Yaniv Azar, George N. Wong, Rimma Mayzus, Hang Zhao, Jocelyn K. Schulz, Shu Sun, Felix Guttierez, Jr., and Theodore S. Rappaport, 2013 IEEE Vehicular Technology 
7.4	Flexible deployment of access and backhaul
The previous sub sections presented scenarios of how IMT systems in bands above 6 GHz could be used for the interface between the base station and the mobile users (the access) to enhance data services, being either for capacity in dense urban environment or for wide area coverage. However, another perspective is worth considering due to the uniqueness of the spectrum bands above 6 GHz. This is the flexible spectrum use, which could be defined as the flexibility of using the spectrum for either mobile applications or fixed applications. This has already been alluded to in section 7.3.3, where bands above 6 GHz can be used for fronthaul point-to-point links , as well as in section 7.1  on use cases, where use of wireless backhaul/fronthaul may be more cost effective than optical fiber to enable high data rate services in some locations (e.g. in a shopping mall). Having the possibility to use the same spectrum above 6 GHz for both access and fronthaul/backhaul links would be advantageous. An operator could manage the use of the spectrum based on the service and deployment needs, allowing for more rapid and cost-effective system deployment by using the same spectrum for both access and front/backhaul link, when technically feasible, rather than requiring two different frequency bands or a cable connection. As an example, enabling the bands currently used for fixed applications[footnoteRef:5] to be also used for mobile would be advantageous. [5:  	Recommendation ITU-R F.746.] 

7.4.1	Wireless backhaul for moving hotspot
One promising area that will be benefitted by high data-rate service using millimetric technology is public transportation, such as subway, bus or high speed train. Growing number of users uses mobile internet in public transportation every day. During rush-hour, thousands of passengers are carried in one subway train and each cabin becomes dense hotspot area. Cellular service (LTE/WCDMA) or Wi-Fi is typical means to access mobile internet inside the cabin, however the overall throughput is limited by capacity of external link per vehicle. Current feasible technology to provide wireless backhaul for moving vehicle is using IMT-200/IMT-Advanced access. In whatever means, the capacity is far insufficient than user expectation. In future IMT, there will be solutions for delivering broadband access to passengers using millimetric technology. One feasible option is deploying one or several relay node(s) mounted on the vehicles. 
The wide spectrum in above 6 GHz can be used for supporting moving hotspot cell users such as high speed train moving 500 km/hr. The access link inside the vehicle can use both existing sub 6 GHz radio transmission technologies (such as, Wi-Fi, LTE-A Femto) and above 6 GHz technologies (WiGig).
When the access link and backhaul link use above 6 GHz spectrum, they can employ in-band or out-of-band relaying. Figure X2 shows an example of wireless backhaul system for moving hotspot cell (train environment).
Figure X2
Description of wireless backhaul for moving hotspot cell
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[bookmark: att1]8	Summary of the Report
This Report investigates the technical feasibility of IMT in bands above 6 GHz based on recently conducted and still ongoing studies carried out by a large number of sector members in different organizations globally. The report also notes that there is a vast amount of work and a fair number of channel measurement campaigns carried out by the industry and academia aiming at investigating the propagation channel characteristics in these bands under different propagation condition, e.g. LOS (Line of Sight) and NLOS (Non Line of Sight). This work is needed to develop a representative set of channel models for different portions of the frequency ranges and for different propagation environments. Large-scale path loss models are useful in estimating the coverage and link budget of the radio system, and other modelling is used when investigating phenomena like outdoor-to-indoor coverage, mobility and performance of different deployment scenarios utilizing a given bandwidth and frequency band above 6 GHz.
This Report collects measurement data on some examples and reference points in ranges from 10 GHz to higher than 70 GHz in several different environments and refers to a number of other publications on the matter. Both LOS and NLOS as well as outdoor-to-indoor measurement cases have been studied in this report. Further, several different deployment scenarios for systems operating in the bands above 6 GHz have been envisioned and some of these simulated for performance. Generally the results are as expected; the lower bands have better propagation characteristics for coverage and indoor penetration, whereas the higher bands are more suitable for outdoor hot-spot and indoor deployments with relatively poor outdoor-to-indoor coverage capabilities. Bands below and above 6 GHz could occur on a complementary manner to the development of the future IMT for the year 2020 and beyond. At the same time it has been noted that solutions based on massive beamforming with large number of antennae compensating for the propagation loss have become increasingly feasible with higher frequencies due to the smaller antenna sizes and the ability to exploit chip-scale antenna solutions.
The practical feasibility of building commercial transmitters and receivers for the bands above 6 GHz was also investigated. It is first noted that there are already products available for a large variety of bands between 6 GHz and 100 GHz, showing that there is nothing in these bands that inherently prevents their commercial mobile usage. The Report takes a more detailed look at state-of-the art solutions for building a cost and energy efficient large-scale adaptive antenna arrays not requiring ADC/DAC per antenna element and notes that modular phased antenna arrays are a promising technology enabling this. Recent advancements in semiconductor technology processes in manufacturing RFICs for the bands above 6 GHz allow for using several different processes such as CMOS and GaAS MMIC to be used to manufacture integrated and cost effective system-in-package modules consisting of mixers, LNAs, PAs and IF amplifiers. Further references to the work in this area have been covered as well.
Finally the Report notes that the allowing for flexible usage of above 6 GHz spectrum bands in IMT systems could be beneficial to facilitate rapid roll out of high-capacity networks. There could be advantages to use the same spectrum for both access and front/backhaul as compared with using two different frequencies for access and front/backhaul, or fiber access.
During the development of this Report, ITU-R has been in contact with external organizations and research projects, such as METIS, MiWaveS and MiWEBA, researching and developing practical aspects, solutions and deployment considerations for frequency bands above 6 GHz. 
The work conducted during the development of this Report shows with theoretical assessment as well as with simulations, measurements and prototyping tests results, that there are no radio propagation related obstacles in utilizing the bands above 6 GHz for IMT, and that the practical aspects related to equipment construction, antenna and beamforming solutions as well as deployments are showing that utilizing these bands for IMT is feasible.
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