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3.2
Abbreviations
…

AR
Auto-Regressive

AVQ
Algebraic Vector Quantization
CELP
Code-Excited Linear Prediction
CLDFB
Complex Low Delay Filter Bank
CMR
Codec Mode Request
CNG
Comfort Noise Generator

…

LPF
Low Pass Filter

LSB
Least Significant Bit
LSF
Line Spectral Frequency

LSP
Line Spectral Pair
LTP
Long-Term Prediction

MA
Moving Average

…
PS
Packet Switched

PSTN
Public Switched Telephone Network
QMF
Quadrature Mirror Filter (See also CLDFB)
SAD
Signal Activity Detection

SDP
Session Description Protocol
…
4.4.1
Encoder overview

Figure 1 represents a high-level overview of the encoder. The signal resampling block corrects mismatches between the sampling frequency and the signal bandwidth command line parameter that is specified on the command line or through a file containing a bandwidth switching profile as explained in TS 26.442 and TS 26.443. For the case that the signal bandwidth is lower than half the input sampling frequency, the signal is decimated to a the lowest possible sampling rate out of the set of (8, 16, 32 kHz)  that is larger than twice the signal bandwidth.
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Figure 1: Encoder overview

The signal analysis determines which of three possible encoder strategies to employ: LP based coding (ACELP), frequency domain encoding and inactive coding (CNG). In some operational modes the signal analysis step includes a closed loop decision to determine which encoding method will result in the lowest distortion. Further parameters derived in the signal analysis aid the operation of these coding blocks and some of the analysis parameters, such as the coding strategy to be employed, are encoded into the bit-stream. In each of the coding blocks the signal analysis is further refined to obtain parameters relevant for the particular coding block.

The signal analysis and sub-sequent decision of the coding mode is performed independently for each 20ms frame and the switching between different modes is possible on a frame-by-frame basis. In the switching instance parameters are exchanged between the coding modes to ensure that the switching is as seamless as possible and closed-loop methods are sometimes employed in this case. In addition, switching between different bandwidths and/or bit-rates (including both the EVS Primary mode and the EVS AMR-WB IO mode) is possible on frame boundaries.

The signal analysis and all other blocks have full access to the command line parameters such as bit-rate, sampling rate, signal bandwidth, DTX activation as signalling information.
5.1.2.1
Sub-band analysis
The audio signal 
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 is decomposed into complex valued sub-bands by a complex modulated low delay filter bank (CLDFB). Depending on the input sampling rate 
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, the CLDFB generates a time-frequency matrix of 16 time slots and 
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 sub-bands where the width of each sub-band is 400 Hz.

The analysis prototype 
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 is an asymmetric low-pass filter with an adaptive length depending on
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. The length of 
[image: image7.wmf]c

w

 is given by 
[image: image8.wmf]c

w

L

L

c

×

=

10

 meaning that the filter spans over 10 consecutive blocks for the transformation. The prototype of the LP filter has been generated for 48 kHz. For other input sampling rates, the prototype is obtained by means of interpolation so that an equivalent frequency response is achieved. Energy differences in the sub-band domain caused by different transformation lengths are compensated for by an appropriate normalization factors in the filter bank. The following figure shows the plot of the LP filter prototype 
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 for 
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of 48 kHz.
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Figure 4 : Impulse response of CLDFB prototype filter with 600 taps for 48 kHz sample rate

The filter bank operation is described in a general form by the following formula:
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where 
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 are the real and the imaginary sub-band values, respectively, 
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As the equations show, the filter bank is comparable to a complex MDCT but with a longer overlap towards the past samples. This allows for an optimized implementation of CLDFB by adopting DCT-IV and DST-IV frameworks.

5.1.2.2
Sub-band energy estimation

The energy in the CLDFB domain is determined for each time index 
[image: image26.wmf]t

 and frequency sub-band
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 by
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Furthermore, energy per-band 
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is calculated by summing up the energy values in all time slots. That is
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In case 
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, additional high frequency energy value 
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 is calculated for the frequency range from 8kHz to 16kHz by summing up 
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 over one frame which is delayed by one time slot.
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 is further scaled to an appropriate energy domain. In case the high bands are not active, 
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is initialized to the maximum value.
5.1.5.1
Windowing and DFT

The frequency analysis is done twice per frame using 256-point fast Fourier transform (FFT) with a 50% overlap. The centre of the first window is placed 96 samples past the beginning of the current frame. The centre of the second window is placed 128 samples farther, i.e., in the middle of the second subframe of the current frame. A square root of a Hanning window (which is equivalent to a sine window) is used to weight the input signal for the frequency analysis. The square root Hanning window is given by
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…
5.1.9.1
LP analysis window
In case of encoding of an active signal frame, two sets of LP coefficients are estimated in each frame using a 25 ms asymmetric analysis window (320 samples at 12.8 kHz sampling rate), one for the frame-end and one for mid-frame LP analysis. A look ahead of 8.75ms (112 samples at 12.8 kHz sampling rate) is used for the frame-end autocorrelation calculation. The frame structure is shown below.
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Figure 8: Relative positions and length of the LP analysis windows

The frame is divided into four sub-frames, each having a length of 5 ms, i.e., 64 samples. The windows for frame-end analysis and for mid-frame analysis are centred at the 2nd and 4th sub-frame of the current frame, respectively. An asymmetrical window with the length of 320 samples is used for windowing. The windowed signal for mid-frame is calculated as
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and the windowed signal for frame-end is calculated as
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5.1.11.3.1
Closeness to current background estimate
Similar to 
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 and 
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the parameter 
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 represents a spectral difference. The difference is that it is the closeness/variation compared to the current background noise estimate that is measured. The calculation of the feature also differs in calculation during initialization, that is 
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, or during normal operation. During initialization the comparison is made using a constant, 
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 which is the initialization value for the sub-band energies, as shown in
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…
5.1.11.3.2
Features related to last correlation or harmonic event

Two related features are created which relate to the occurrence of frames where correlation or harmonic events are detected. The first is a counter, 
[image: image52.wmf]harm

c

, that keeps track of how many frames that have passed since the last frame where correlation or harmonic event has occurred. That is if a correlation or harmonic event is detected the counter is reset otherwise it is incremented by one, according to:
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where 
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 is the normalized correlation in the first or the second half-frame and 
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 is the result of the tonal detection in clause 5.1.11.2.5. If the counter 
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is 1. The other feature is the long term measure of the relative occurrence of correlation or tonal frames. It is represented as a scalar value, 
[image: image60.wmf]ev
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, which is updated using a first order AR-process with different time constants depending on if the current frame is classified as a correlation/tonal frame or not according to:
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where the test, 
[image: image62.wmf]0

==
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, represents a detection of a correlation/tonal event.

5.1.11.4
Decision logic for noise energy update

Already in the first step of the noise estimation (see clause 5.1.11.1), the current noise estimate has been reduced in sub-bands where the background noise energy was higher than the sub-band energy for the current frame. The decision logic described in this subsection shows how it is decided when to update and how the step size, 
[image: image63.wmf]size
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, if the update is adapted based on the earlier described features or combinations thereof.

Every frame an attempt is made to adjust the background noise estimate upwards, as it is important not to do the update in active content several conditions are evaluated in order to decide if update is possible and how large an update that should be allowed. As it is always allowed to make downwards updates it is equally important that possible updates are not prevented for extended times as this will affect the efficiency of the SAD. The noise update uses a flag to keep track of the number of prevented noise updates, 
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, the same flag is also used to indicate that no update has taken place. The counter 
[image: image65.wmf]updt

first

c

_

 is initialized to the value 0 to indicate that no update has been done so far. When updates are successful it is set to 1 and for failed updates the counter is incremented by 1.
The major decision step in the noise update logic is whether an update is to be made or not and this is formed by evaluation of the following logical expression
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where 
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 ensures that it is safe to do an update provided that any of the four pause detectors, 
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 indicate that an update is allowed. Note that the last term in the condition 
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 is not is not combined with 
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 as it handles the noise estimation during initialization.
Starting with the mask which ensures that the normal updates only can occur when the current frame energy is close to the estimated long-term minimum energy,
[image: image74.wmf]tl
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 (see clause 5.1.11.1), is adjusted with a level dependent scaling of the estimated frame energy variations, 
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The first pause detector 
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 is based on the metric 
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control logic described in subclause 5.1.11.2.7, when 
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is 0 updates are allowed, that is
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The second pause detector allows for updates for low energy frames if the estimated signal dynamics is high and a sufficient number of frames have passed since the last correlation event, that is
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The third pause detector allows updates when there are consecutive frames that are similar in energy to the current low level frames in a row,
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The last detector is itself a combination of a mask and two pause detectors and mainly uses the additional features described in subclause 5.1.11.3.4, the detector is evaluated using
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where 
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 is the mask for the detector and 
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 are the additional detectors. For this detector the following seven flags are first evaluated. The first flag signals that the frame energy close to background noise energy where the threshold is adapted to the estimated frame to frame energy variations, as

…
The last term 
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 in the 
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 handles the special conditions of noise update during the initialization, which occurs during the 150 first frames after the codec start. Also the initialization flag is evaluated as a combination of two flags according to
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where the first flag test for initialization period and a sufficient number of frames without correlation event, according to




[image: image91.wmf]7

)

(E

 

AND

 

5

 

AND

 

150

1

_

_

<

-

>

<

=

t

t

harm

frame

ini

bg

E

c

ini

f


(181)

The second flag evaluates a number of earlier calculated features against initialization specific thresholds according to




[image: image93.wmf] 

)

80

.

0

act

 

AND

 

35

.

0

c

 

AND

 

10

c

 

AND

 

42

(E

OR

 

 

OR

 

50

OR

 

15

.

0

 

OR

38

.

0

OR

 

)

23

.

0

 

AND

59

.

0

(

pred

ev

harm

t

_

2

_

_

<

<

>

<

<

<

<

<

<

=

nup

bg

ev

pred

ev

pred

ini

bg

f

nonstaB

c

a

c

a

f


(182)

Every frame an attempt is made to adjust the background noise estimate upwards, as it is important not to do the update in active content several conditions are evaluated in order to decide if update is possible and how large an update that should be allowed. At the same time it is important that possible updates are not prevented for extended times. The noise update uses a flag to keep track of the number of prevented noise updates. The same flag is also used to indicate that no update has taken place. The flag 
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 is initialized to the value 0 to indicate that no update has been done so far. When updates are successful it is set to 1 and for failed updates the counter is incremented by 1.

If the above condition 
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is evaluated to 0 the noise estimation only checks if the current content is music and if the following conditions
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is evaluated to 1 the sub-band noise level estimates are reduced to recover from noise updates made before or during music, the reduction is made per sub-band depending on if the current estimate is high enough
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And the 
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is updated according to the definition in equation (198) before noise estimation is terminated for this frame

The following steps are taken when 
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 is evaluated to 1. First the step size, 
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, is initially set to 0, before the process of determining if the noise update should be set to 1.0, 0.1, or 0.01. For the update 
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 to be 1.0 the following condition
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And any of the following conditions



[image: image103.wmf]10

)

(

 

AND

 

40

 

AND

 

)

 

OR

 

10

1

_

_

_

<

-

<

<

t

t

dist

sd

bg

dist

tl

N

E

N

f

E


(186)



[image: image104.wmf] 

0.5

 

AND

 

80

 

AND

 

0

_

_

>

>

==

count

p

harmb

updt

first

c

c

c


(187)



[image: image105.wmf] 

)

80

 

OR

 

10

 

OR

 

(

 

AND

 

_

_

>

<

harm

Nup

bg

ini

bg

c

nonstaB

f

f


(188)

is evaluated to 1 the step 
[image: image106.wmf]size

step

 is set to 1.0 and 
[image: image107.wmf]updt

first

c

_

is set to 1 before the noise estimation for the current frame is made
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Where 
[image: image109.wmf])
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i
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tmp

is the pre-calculated new noise estimate from subclause 5.1.11.1 and the noise estimation procedure is done for the current frame after the 
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in equation (198) is updated.

… 
5.1.12.5
Post-decision parameter update

…

Where 
[image: image111.wmf]t

N

 is the total sub band noise level after update for the current frame. For the long term noise level estimate the initialization uses different filter coefficient during the remainder of the 150 frames initialization as follows
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For the active speech level the update after the initial four frames only occurs if 
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 is 1 AND the 
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 from the speech music classifier is 0. Where 
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 calculated based on equation (329) in subclause 5.1.13.6.3. If those conditions are met then the speech level estimate is updated according to
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5.2.2.1.4
LSF quantizer structure

…

Suppose 
[image: image119.wmf]x

 is the current LSF 8-dimensional sub vector and w its corresponding weight vector. The vector 
[image: image120.wmf]x

 is normalized, i.e. component wise multiplied with the inverse of the off line estimated standard deviation.  The resulting vector 
[image: image121.wmf]x

 is further sorted in descending order based on the absolute value of its components and the weights vector is arranged following the same order. Let 
[image: image122.wmf]'

x

 be the vector of descendingly sorted absolute values of 
[image: image123.wmf]x

 and 
[image: image124.wmf]'

w

 the correspondingly sorted weights vector. The weighted distance to the best codevector of each leader class corresponds to:
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where 
[image: image126.wmf]k

l

is the leader vector corresponding to class 
[image: image127.wmf]k

 and 
[image: image128.wmf]j

s

 is the scale of the truncation 
[image: image129.wmf]j

. Each lattice codebook has at most 3 truncations with their corresponding scales. Each truncation has a given number of leader vector classes. The sum of cardinalities of the classes for the truncations forming the codebook for the first LSF subvector and for the second subvector are within the number of bits for the considered operating point given by the overall bitrate and bandwidth. Computing in the transformed input space the second and the third terms from equation (482) directly gives a relative measure of goodness for the best codevector from the leader class 
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 and truncation 
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 which may be considered as a potential codevector for the truncation 
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 and the leader class 
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…
5.2.2.1.4.1
Selection between safety net and predictive mode
For the modes where switched safety-net prediction is allowed the selection between the two is done as follows. For frame error concealment reasons safety net is imposed, and variable 
[image: image135.wmf]sf

force

_

 set to 1, under the following conditions:


- first three ACELP frames after an HQ frame


- in voiced class signals, if the frame erasure mode LSF estimate of the next frame based on the current frame is at a distance from the current frame LSF vector larger than 0.25. The distance, or stability factor, is calculated as:
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where frame_len is the frame length of the current frame and D is the Euclidean distance between the current frame LSF vector and the FER estimate for the next frame. In this case 
[image: image137.wmf]sf

force
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calculated at the current frame is stored in memory for use at the subsequent frame, thereby forcing the safety net decision for the subsequent frame when 
[image: image138.wmf]sf

force
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is equal to 1.

- some cases of rate switching

Safety net usage is decided by the following code line:

…

5.2.2.1.4.2
Indexing of the lattice codevector
…

The indexes for the two multiple scale lattice codevectors corresponding to the two residual LSF subvectors are combined in a single index, I, which is written in the bitstream.
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5.2.3.1.6.9.3.2
Indexing of codevector in base codebook

…
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Figure 32: Example processing for 
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For example, in case the input vector is {0,–2,0,0,4,0,6,0}, the absolute input vector will be {0,2,0,0,4,0,6,0}, its associated leader can be found for 
[image: image142.wmf]20
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K

Ka. The set of decomposition order is {0,2,4,6}. For the highest level L0, element "0" is removed first from the absolute vector. The first level 
[image: image143.wmf]1

L

 absolute vector is {2,4,6}, its position vector is {1,4,6}. The second element which will be removed is "2", the second level 
[image: image144.wmf]2

L

 absolute vector is {4,6}, its position vector is {1,2}. The third element which will be removed is "4", the third level 
[image: image145.wmf]3

L

 absolute vector is {6}, its position vector is {1}. 
The absolute vectors that have only two different values, out of which the most frequent is zero, are treated separately in a less complex procedure combining the encoding of the position vector with the sign encoding. These vectors have generally higher probability of occurrence. Example of such vectors are those derived for instance from the leaders: (2,2,0,0,0,0,0,0), (2,2,2,2,0,0,0,0). For these vectors there is a single level for the creation of the index and the first level remaining elements are the non-null components which are the significant elements for the sign encoding. The determination of the remaining elements and the creation of the sign index can be done thus in a single loop.
5.2.3.5.12
Specifics for wideband 8kbps
The available bits are allocated to the bands of the frequency excitation signal according to the bit allocation algorithm as described in subclause 5.2.3.5.8, where the frequency excitation signal is the output of DCTIV as described in subclause 5.2.3.5.3. If the index 
[image: image146.wmf]bit

high

I

_

 of the highest frequency band with bit allocation is more than a given threshold, the bit allocation for the frequency excitation bands will be adjusted: Decrease the number of the allocated bits of the bands with more bits, and increase the number of the allocated bits of the band 
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 and the bands near to 
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. And then, encode the frequency excitation signal with the allocated bits, where the given threshold is determined by the available bits and the resolution of the frequency excitation signal.

The details are described as follows:

1) Allocate most of the available bits to the 5 lower frequency bands by the pre-determined bit allocation table;

…
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And then the frequency excitation signal 
[image: image150.wmf](
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 is scaled by the quantized gains to obtain the scaled frequency excitation signal 
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When the energy ratio between the current frame and the previous frame is in the range (0.5, 2), for any band with index range is [4, 9], if the band is bit allocated in the current frame or in the previous frame, the coefficients in the band are smoothed by weighting the coefficients of the current frame and the previous frame.

For the scaled frequency excitation signal above 
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, estimate the position of the formant by LSF parameters. If the magnitudes of the coefficients near to the formant are larger than a threshold, the magnitudes are decreased to improve the perceptual quality.

Otherwise, If 
[image: image153.wmf]0
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, the un-quantized coefficients, i.e. un-decoded coefficients at the decoder side will be reconstructed by noise filling as described in subclause 5.2.3.5.10.
5.2.6.1.6
Generation of the upsampled version of the lowband excitation

…
For each ACELP core coding subframe, i, a random noise scaled by a factor voice factor, [image: image154.wmf]i

Vf

 is first added to the fixed codebook excitation that is generated by the ACELP core encoder. The voice factor is determined using the subframe maximum normalized correlation parameter, [image: image155.wmf],

i

b

 that is derived during the ACELP encoding. First the [image: image156.wmf]i

b

 factors are combined to generate [image: image157.wmf]i
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.
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[image: image159.wmf]i

Vf

 calculated above is limited to a maximum of 1 and a minimum of 0. When the ACELP coder type is voiced the [image: image160.wmf]i

Vf

 is modified based on the integer pitch value T0 is modified as in the pseudo-code below:

…
5.2.6.1.13
Post processing of the shaped excitation

…

and the post processed shaped excitation[image: image161.wmf]4
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where  [image: image163.wmf])
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 is updated in sample‑by‑sample basis and given by:
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and where [image: image165.wmf]a

 is an AGC factor with value of 0.85.
In order to smooth the evolution of the post-processed spectrally shaped highband excitation signal across frame boundaries, the look-ahead and the overlap samples are scaled based on the ratio of the current frame’s energy in the overlap region and the previous frame’s energy in the overlap region. The scale factor computation is performed as shown in equation (1579) in subclause 6.1.5.1.12.

The tenth-order LPC synthesis performed as described according to subclause 5.2.6.1.12 uses a memory of ten samples, thus there is at least an energy propagation over ten samples from the previous frame into the current frame. When calculating the energy scaling to be applied to the current frame, the first 10 samples of the current frame are considered as a part of previous frame energy. If the voicing factor 
[image: image166.wmf]0

Vf

is greater than 0.75, the numerator in equation (1579) is attenuated by 0.25. The spectrally shaped high band signal is then modified by the scale factor as shown in equation (1580) in Clause 6.1.5.1.12.

5.2.6.2.1.2
Transient detection

…
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[image: image168.wmf]1
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is initialized to[image: image169.wmf])
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The spectral tilt and class of the current frame are checked against threshold values, and the high frequency TRANSIENT signal classification of the current frame is adjusted. Formally, when [image: image173.wmf]t

IsTransien

 is TRUE, and [image: image174.wmf]8
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tilt

 , the [image: image176.wmf]t

IsTransien

 signal classification is set to FALSE, and also the hangover is set to 0.
…
5.3.2.2.2
eDCT

The [image: image177.wmf])
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 are transformed to frequency domain by an eDCT, which is built upon a discrete cosine transform type IV (DCTIV) but the eDCT requires less storage and has lower complexity.
The original L-point DCTIV formula is:
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where [image: image181.wmf])
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 is the windowed input signal of the current audio frame and
[image: image183.wmf])

(

k

X

M

 is the [image: image184.wmf]k

-th DCT spectral component. This formula can be rewritten as:
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where the values [image: image187.wmf](
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and [image: image189.wmf])
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Hence, the eDCT is computed using the following steps which lead to less storage and lower complexity:

1)
Pre-processing

Apply the twiddle factors to the time domain data [image: image192.wmf])
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, so as to obtain twiddled signal [image: image193.wmf])
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Pre-rotate the twiddled signal [image: image195.wmf])
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 by using a symmetric rotation factor:

[image: image196.wmf]1

2

4

+

×

p

L

W

a

,   [image: image197.wmf]1

2

/

,

,

1

,

0

-

=

L

p

K


where [image: image198.wmf]1
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 in the rotation factor may also be expressed in the following form:
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which satisfies conditions of  [image: image200.wmf](
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, and therefore, in the implementation, only one data table of cosine values covering L/2-points[image: image204.wmf](
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2) Fast Fourier Transform
Perform a Fast Fourier Transform (FFT) of L/2 points on the pre-rotated data [image: image207.wmf])
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.
3) Perform an in-place fixed value rotation and compensation

The FFT data [image: image208.wmf])
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 is rotated in-place by multiplying with a fixed rotation and compensation factor [image: image211.wmf]L
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4) Post-processing

The data [image: image213.wmf])
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 is finally post-rotation processed with a symmetric rotation factor:
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In the specific implementation, only one cosine data table of L/2- values needs to be stored i.e. [image: image219.wmf](
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5) Obtain frequency domain data

Then the real part of the post-processed data is expressed as [image: image222.wmf])
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, which occupies the odd number frequency bins of the frequency domain data; and the frequency reversed imaginary parts of the post-rotated data are expressed as 
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5.3.4.1.4.1.4.2 The adjustment of quantized energy envelope prior to bit allocation
…
f) If the following conditions are satisfied,
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 is set to 1, and the quantized energy envelops of the three low frequency bands are adjusted as follows:
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To adjust the quantized energy envelopes of high frequency bands at WB, the following steps are performed:

…

5.3.4.1.4.1.4.3 
Bit allocation for PFSC
Based on the tonality flags, whether TCQ is used for encoding the band in the high frequency region is determined. When the tonality flag is set to “0”, such band is excluded from target bands of the TCQ, i.e. no bit is assigned to the band for TCQ.
In the Normal Mode, the four bands in the high-frequency region for SWB/FB and one band for WB are assumed to be quantized by TCQ in default operation. However, when the tonality flag is set to “0”, such band is quantized with the PFSC scheme using a similar procedure with the “sub-band search” (called as “band search” in this specification) in [25], whereas for WB cases such band is filled with noise. This means the peaky/tonal bands are encoded by the TCQ while the PFSC scheme is used for other bands. 
In Figure 66, whether the PFSC is used for quantizing the high-frequency bands is indicated by ‘Quantizing mode’.
In the PFSC scheme, the band search is based on a pitch filter based prediction ([image: image235.wmf](
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, where T is a pitch coefficient, and low-frequency spectrum is used as its filter state (filter memory)), and the pitch coefficient (i.e. lag information as a filter parameter) is encoded. The lag information is encoded with 2 bits or 1 bit. Lower two bands among the four bands are encoded with 2 bits, while higher two bands among the four are encoded with 1 bit. When the PFSC is selected for encoding some of the four bands, necessary bits for encoding those bands are reserved and assigned for the bands before starting the bit-allocation process for TCQ encoding bands.
5.3.4.1.4.1.4.4.2 


Limited-band mode
For the SWB case, bandwidth, 
[image: image236.wmf])
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, is more than 50 bins for the last four bands (i.e. b=18 to 21 in 13.2 kbps and b=20 to 23 in 16.4 kbps). At low bit-rates, such wide bandwidth would result in insufficient quantization performance. Therefore a limited-band mode is introduced for achieving efficient encoding. In the limited-band mode, only the vicinity of a perceptually important spectrum in each band is targeted to be quantized. This is realized by the following principle. A bandwidth is adaptively shortened if the maximum amplitude spectrum frequency falls into a range of frequencies around the maximum amplitude spectrum frequency in the previous frame. The difference between the maximum amplitude spectrum frequencies for the current and previous frame is calculated. When it is smaller than a threshold, the limited-band mode is used for such band. The frequency position of the maximum amplitude spectrum is searched for each of the four bands. The position for the previous frame is stored in a memory, which was searched using the quantized MDCT spectrum in the previous frame. The position for the current frame is searched using the MDCT spectrum calculated from the input signal in the current frame. When the limited-band mode is selected, the targeted band is limited to the vicinity of the maximum amplitude spectrum frequency of the previous frame. The range of the vicinity is 15 or 31 spectrum bins depending on coding bit-rate and band index. One bit is used for indicating whether the limited band mode is used when tonality flag is set to “1”.
The limited-band mode can be used only in the case where the corresponding previous band was quantized by TCQ.
5.3.4.1.4.1.4.4.3 


Final bit allocation for TCQ and PFSC
Band widths and quantized band energies are used for bit allocation. The band widths are basically configured by Table 108. When the limited-band mode is selected, corresponding band widths are shortened. Bit allocation for TCQ is as follows. Firstly, bits are distributed according to the quantized band energy. Secondly, if there is a band whose assigned bits are less than a minimum number of bits, no bit is assigned to the band and the assigned bits will be re-allocated to the other bands. Thirdly, if there is a noise-like band whose assigned bits are not sufficient in comparison with its bandwidth, no bit is assigned to the band and the assigned bits will be re-allocated to the other bands. Furthermore, assigned bits are compared with predefined band-based threshold, and no bit is re-assigned if the assigned bits are less than the threshold for the band.
…
5.3.4.1.4.1.5.3.1 
PFSC overview
Pitch filtering spectrum coding is applied only for the SWB and FB signals. 
PFSC utilizes the TCQ-quantized and noise-filled low-frequency MDCT coefficients sequence to encode high frequency MDCT coefficients. Which band is encoded by PFSC is determined through the bit-allocation process described in the previous subclauses. In the PFSC, the four highest bands are the high-frequency bands,  and the other bands lower than the high-frequency bands are the low-frequency bands. For example, in Table 108, the low-frequency bands are 
[image: image237.wmf]b

=0 to 17, and the high-frequency bands are 
[image: image238.wmf]b

=18 to 21, for the 13.2 kbps.
For each band, the most similar match with the selected similarity criteria is searched from the TCQ-quantized and envelope normalized low-frequency content. The most similar match is scaled with a scaling factor calculated using the quantized band energy to obtain the synthesized high frequency content. 
5.3.4.1.4.1.5.3.3.3 
Scaling and noise smoothing
Once the best match has been found through the matching process, scaling factors are calculated for the searched bands using the quantized band energies. Each scaling factor is calculated as the square root of the quotient of each quantized band energy divided by its corresponding band enegy of a generated high-frequency spectrum. The band energy of the generated high-frequency spectrum is equal to 
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 and is calculated according to equation (1109).The calculated scaling factors are attenuated by the scaling factor of 0.9. 
…
5.3.4.1.4.3.3.3.2 
Envelope Normalization

…
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Absolute values of the normalized coefficients
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 are compared to the thresholds
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, which are adaptively calculated by equation (1140). The normalized coefficients with absolute amplitudes above 
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to avoid excessive spectral peaks, and the normalized coefficients with absolute amplitudes below 
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 are suppressed to 0 to enhance the harmonic structure, according to 
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5.3.4.2
High-rate HQ coder
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Figure 79: High level structure of the high-rate HQ encoder

The  whole frequency spectrum is divided into bands, there are 3 different band structures used: Default, harmonic, and wideband, see tables 127, 128, and 129. Harmonic band structure is used for HVQ and Harmonic mode, wideband band structure is used for WB. Otherwise the default band structure is used.
…
5.3.4.2.4.2
Bit allocation
The band-energy limitation factor [image: image251.wmf]harmonic

f

 is introduced before bit allocation to mitigate discontinuous core coding in the higher sub-band.
Initialize the band-energy limitation factor[image: image252.wmf]harmonic
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Calculate the energy of the first 10 sub-bands [image: image254.wmf]l
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 is the index of the highest encoded sub-band.
Reorder the quantized norms with the index range[image: image261.wmf]]
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[image: image262.wmf]1

,...,

2

/

),

1

2

/

(

)

(

_

_

-

=

-

=

index

index

index

q

reorder

N

q

reorder

N

b

b

b

b

I

b

I


(1212)
Then,  the bit allocation is performed based on the adjusted envelope to the sub-bands with the index range[image: image263.wmf]]
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 as described in subclause 5.3.4.2.1.2.2.
5.3.4.2.4.3
PVQ
The spectral coefficient quantization and coding is done according to the number of bits allocated to each sub-band as is described in subclause 5.3.4.2.1.3.
…
5.3.4.2.5
HVQ
The HVQ mode is used only for SWB signals at 24.4 kb/s and 32 kb/s. At 24.4 kb/s it initially codes the first 224 MDCT coefficients (this corresponds to frequency range up to 5.6 kHz), while at 32 kb/s it initially codes the first 320 coefficients (this corresponds to frequency range up to 8 kHz). The major algorithmic steps at the encoder are: detect and code spectral peaks regions, code low-frequency spectral coefficients (the size of coded region depends on the remaining bits after peaks coding), code noise-floor gains for spectral coefficients outside the peaks regions, code high-frequency spectrum envelope to be used with the high-frequency noise-fill.
The input to the HVQ mode is the set of MDCT coefficients[image: image264.wmf])
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, the noise-floor gains[image: image265.wmf]ne
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, and the spectral peaks (both noise-floor gains and spectral peaks are calculated in the classification module, described in subclause 5.3.4.2.3.1). Each peak is normalized to unit energy and the surrounding 4 neighbours are normalized to with the peak gain. The peaks position, gain and sign are quantized. A VQ is applied to the four MDCT bins surrounding each peak. The coded number of peaks, peaks position, gain and sign, as well as the surrounding shape vectors are quantized and quantization indices transmitted to the decoder.
… 
5.3.4.2.7.2.1
Band splitting analysis

The number of segments (parts) in the split PVQ vector [image: image266.wmf]p
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is determined in two steps. First, an initial number of segments [image: image267.wmf]init
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 is computed as
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If the maximum absolute deviation from the mean [image: image274.wmf]2
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is larger than the difference between the maximum number of bits for each segment [image: image277.wmf]max
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and the average bit rate for each segment, an additional split will be added. That is,
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Depending on if the conditions for the additional split are met, the split increment flag [image: image279.wmf]1
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is signalled in the bitstream using 1 bit.

5.3.4.2.7.3.5
PVQ fine search

…

In preparation for the next unit pulse addition, the near optimal maximum possible upshift of the next loop’s accumulated in-loop correlation value in a signed 32 bit word is pre-analysed using the previously calculated maximum absolute input value as:



[image: image281.wmf](

)

(

)

ë

û

max

tot

xy

upshift

xabs

1

pulse

corr

corr

×

+

-

=

2

)

(

2

log

30


(1266)

To make the critical equation (1257) update as efficient as possible, the [image: image283.wmf]2
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numerator is represented by a 16 bit signed word, by the following approach:
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When the final [image: image284.wmf]K

 is higher than 127 unit pulses,  the dynamics of the 1 bit upshifted  [image: image285.wmf])
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may exceed 15 bits, the fine search will adaptively choose between 16 bit representation and 32 bit representation of the pair [image: image286.wmf]{

}

)

,

(

,

)

,

(

2

n

k

enloop

n

k

corr

y

xy

 . The fine search will keep track of the maximum pulse amplitude [image: image287.wmf]y
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in [image: image288.wmf]y

achieved so far, this information is used in a pre-analysis step before entering the optimized inner dimension loop,  to determine the precision to use for the inner unit pulse addition loop.  If the pre-analysis indicates that more than a signed 16 bit word is needed to represent the in-loop energy without losing any energy information, a high precision unit pulse addition loop is employed, where both the saved best squared correlation term and the saved best accumulated energy term are represented by 32 bit words.
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5.6.2.1.3
LP-CNG CNG-LSF quantization for low-band signal

…

Table 151: LSF vector component permutation

	First stage codevector index
	Permutations

	0
	(6,11), (7,15)

	1
	(6,15)

	2
	(5,8), (7,15)

	3
	(7,10)

	7
	(0,9), (7,10)

	9
	(7,15)

	12
	(6,10), (7,11)

	13
	(6,10), (7,12)

	14
	(6,10), (7,12)

	15
	(6,10), (7,12)


A permutation defined as (6,11) signifies that the 6th component, numbered starting from 0, is replaced by the 11th one and reciprocally. The permutations are performed between the two groups or subvectors, i.e the first index in the permutation is from the first half of the codevector and the second one from the second half or subvector. The permutations are performed only when one of the first stage codevectors whose index is mentioned in the previous table is obtained at the first stage. The resulting vector is component wise multiplied with the inverse of the corresponding 
[image: image292.wmf]s

vector and quantized with the corresponding multiple scale lattice structure. After quantization the components of the obtained second stage multiple scale lattice codevector are permuted back, and added to the first stage codevector in order to obtain the quantized LSF vector. 1 bit indicating the core sampling rate is transmitted in each SID frame. This bit signals the decoder the sampling domain on which the quantized LSF vector is. The bit is set to “0” for 12.8 kHz sampling rate and “1’ for 16 kHz sampling rate.
6.1.5.1.12
SHB synthesis

In order to smooth the evolution of the post-processed spectrally shaped highband excitation signal at the frame boundary, the energy ratio between the current frame’s overlap samples and the previous frame’s overlap samples are calculated as below:
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where 
[image: image295.wmf]AD
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 is 20 samples. The tenth-order LPC synthesis performed as described according to subclause 6.1.5.1.9 uses a memory of ten samples, thus there is atleast a ten sample energy propagation from the previous frame into the current frame. When calculating the energy scaling to be applied to the current frame, it should be noted that the first 10 samples of the present frame are considered as a part of previous frame energy. If the voicing factor 
[image: image296.wmf]0

Vf

is greater than 0.75, the numerator in the above equation is attenuated by 0.25. The spectrally shaped high band excitation signal is then modified by the above scaling factor as follows:
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For bit rates 24.4 kb/s or higher, gain shape values are then up sampled from 4 values to 16 values as described in below.  First subframe energies from the spectrally shaped highband excitation signal are calculated.
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…
6.2.3.1.3.1.3 
Bit allocation
The processing is in the same manner with the one at the encoder side.
Firstly, the fine gain adjustment bits are derived. 

Secondly, the bands of the limited-band mode are identified based on the decoded limited-band mode flags, and their corresponding bandwidths are set if the limited-band mode is used in encoding.  

Thirdly, bands encoded using PFSC are identified based on the decoded tonality flags among the four highest bands and necessary bits (1 or 2 bits) are allocated to each of the identified bands. 
Finally, remaining bits are allocated to other bands based on perceptual importance using the decoded quantized band energies. When there is any band whose assigned bit results in zero in the four bands, such band is re-identified as a PFSC encoding band and the bit allocations are re-calculated.
6.2.3.1.3.1.4.3.3 
Scaling and noise smoothing
Scaling factors are calculated for the predicted bands using the decoded band energies. Each scaling factor is calculated as the square root of the quotient of the quantized band energy divided by its corresponding band energy from the predicted high-frequency spectrum. The calculated scaling factors are attenuated by the scaling factor of 0.9 and applied to the predicted high-frequency spectrum.
…
6.2.3.2
High-rate HQ decoder

A high level structural block diagram of the high-rate HQ decoder is in figure 100.
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Figure 100: High level structure of the high-rate HQ decoder
Firstly, the High-rate HQ coding mode information is decoded.

6.2.3.2.1.2.2
Fine gain prediction, inverse quantization and application

The bit allocation for the PVQ shape vector 
[image: image303.wmf])

(

b

R

PVQ

and fine gain adjustment 
[image: image304.wmf])

(

b

R

FG

, as well as 
[image: image305.wmf])

(

b

g

pred

 and 
[image: image306.wmf])

(

1

b

g

rms

are obtained as in subclause 5.3.4.2.1.3a.1. The quantized gain prediction error 
[image: image307.wmf])

(

ˆ

b

g

err

is obtained by using the assigned bitrate
[image: image308.wmf])

(

b

R

FG

and the fine gain adjustment 
[image: image309.wmf])

(

b

g

fg

is obtained by


[image: image310.wmf])

(

)

(

)

(

ˆ

)

(

1

b

g

b

g

b

g

b

g

pred

rms

err

fg

=


(1817)

with 
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6.2.3.2.5.6.2
Control of dynamics based on the excitation class
…

The original signs are then re-applied for the HF_Speech_excitation_class and the HF_excitation_class1; however random signs are used for the HF excitation_class0. If 
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where 
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The spectrum is then normalised:
…

6.2.3.2.6.2.1
Split-PVQ Decoder band splitting calculation

The initial number of segments (parts) 
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6.3.7.2.1
TBE mode

The following steps are performed when TBE mode is used to generate the SHB signal for wideband output:

1) Estimate the high band LSF, gain shape according to the corresponding parameters of the previous frame or by looking for the pre-determined tables

2) Reconstruct the initial SHB signal according to the TBE algorithm described in subclause 5.2.6.1.

3) Predict the global gain of the SHB signal according to the spectral tilt parameter of the current frame and the correlation of the low frequency signal between the current frame and the previous frame

4) Modify the SHB signal by the predicted global gain to obtain the final SHB signal

5) Finally, the SHB signal and low frequency signal are combined to obtain the output signal.

The spectral tilt parameter can be calculated as described by the algorithm described in equations (800) and (801), and the correlation of the low frequency signals of the current frame and the previous frame can be the energy ratio between the current frame and the previous frame..

…
6.3.7.2.2
Multi-mode FD BWE mode

Predict the SHB signal of the current frame, and weight the SHB signal of the current frame and the previous frame to obtain the final SHB signal of the current frame. Then the SHB signal and the low frequency signal are combined to obtain the output signal.

The SHB signal of the current frame is generated as follows:

1) Predict the fine structure of the SHB signal of the current frame as described in subclause 6.1.5.2.1.5.

…
1) If 
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 is the envelope of the previous frame. Factor 
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 is incremented by 0.05 and saved for next frame.
…
6.7.2.1.4
LP-CNG low-band filter parameters decoding

The quantized LSF vector is found in the same way as described in subclause 6.1.1.1.1. For the two stage quantizer there are two indexes that define the LSF vector. The index of the first stage codevector is retrieved and the codevector components are obtained from the 16-dimensional codebook of 16 codevectors. The second stage index is interpreted like in subclause 6.1.1.1.1. and the corresponding multiple scale lattice codevector is obtained. If the codevector index from the first stage has one of the values 0, 1, 2, 3, 7, 9, 12, 13, 14, 15 the permutations specified in subclause 5.6.2.1.3 are applied to the decoded codevector. The resulting codevector is added to the codevector obtained in the first stage and the result corresponds to the decoded LSF vector. The sampling frequency of the LP-CNG frame can be determined by checking the value of the highest order LSF coefficient (last coefficient). If the last decoded LSF coefficient is larger than 6350 the decoded frame has sampling rate of 16 kHz, otherwise it is sampled at 12.8kHz and contains either NB or WB LSF data. The smoothed LP synthesis filter, 
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6.8.3.2.2.1
Adaptive start frequency bin prediction

…
The start frequency bin of predicting the high band excitation from the low band excitation is further refined if the FEC class of current frame is 
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If 
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Then, obtain the high band excitation by choosing low band excitation with a given length of the bandwidth according to the start frequency bin
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6.8.3.3
LP filter for the high frequency band
Predict the high-band LP synthesis filter 
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…
6.9.3
Complex low delay filter bank synthesis
The analysis stage of the CLDFB is described in sub-clause 5.1.2.1. The synthesis stage transforms the time-frequency matrix of the complex coefficients 
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to the time domain. The combination of analysis and synthesis is used for sample rate conversions. Also adaptive sample rate conversions are handled by the CLDFB, including sample rate changes in the signal flow.

The sample rate of the reconstructed output signal 
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For the synthesis operation, a demodulated vector 
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where 
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 is identical to the one defined for the analysis operation (see 5.1.2.1). The vector is then windowed by the filter bank prototype to prepare the overlap-add operation
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Then the recent ten windowed vectors are combined in an overlap-add operation to reconstruct the signal from the CLDFB coefficients.
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A.3.1
EVS Media Type Registration
…
dtx-recv:
Permissible values are 0 and 1. If dtx-recv=0 is included for a payload type in the received SDP offer or the received SDP answer, and the payload type is accepted, the receiver shall disable DTX for the send direction. If dtx-recv=1 is included for a payload type in the received SDP offer or the received SDP answer, and this payload type is accepted, or if dtx-recv is not present for an accepted payload type, DTX is enabled.
max-red:
See RFC 4867 [15].
channels:
See RFC 3551 [38].
The following parameters can be used only in EVS Primary mode:

br:
Specifies the range of source codec bit-rate for EVS Primary mode (see Table 1 [2]) in the session, in kilobits per second, for the send and the receive directions. The parameter can either have: a single bit-rate (br1); or a hyphen-separated pair of two bit-rates (br1-br2). If a single value is included, this bit-rate, br1, is used. If a hyphen-separated pair of two bit-rates is included, br1 and br2 are used as the minimum bit-rate and the maximum bit-rate respectively. br1 shall be smaller than br2. br1 and br2 have a value from the set: 5.9, 7.2, 8, 9.6, 13.2, 16.4, 24.4, 32, 48, 64, 96, and 128. 5.9 represents the average bit-rate of source controlled variable bit rate (SC-VBR) coding, and 7.2, …, 128 represent the bit-rates of constant bit-rate source coding. Only bit rates supporting at least one of the allowed audio bandwidth(s) shall be used in the session (see clause A.3.3.1). If not present, all bit-rates consistent with the negotiated bandwidth(s) are allowed in the session.

br-send:
Specifies the range of source codec bit-rate for EVS Primary mode (see Table 1 [2]) in the session, in kilobits per second, for the send direction. The parameter can either have: a single bit-rate (br1); or a hyphen-separated pair of two bit-rates (br1-br2). If a single value is included, this bit-rate, br1, is used. If a hyphen-separated pair of two bit-rates is included, br1 and br2 are used as the minimum bit-rate and the maximum bit-rate respectively. br1 shall be smaller than br2. br1 and br2 have a value from the set: 5.9, 7.2, 8, 9.6, 13.2, 16.4, 24.4, 32, 48, 64, 96, and 128. 5.9 represents the average bit-rate of source controlled variable bit-rate (SC-VBR) coding, and 7.2, …, 128 represent the bit-rates of constant bit-rate source coding. Only bit rates supporting at least one of the allowed audio bandwidth(s) shall be used in the session (see clause A.3.3.1). If not present, all bit-rates consistent with the negotiated bandwidth(s) are allowed in the session.

br-recv:
Specifies the range of source codec bit-rate for EVS Primary mode (see Table 1 [2]) in the session, in kilobits per second, for the receive direction. The parameter can either have: a single bit-rate (br1); or a hyphen-separated pair of two bit-rates (br1-br2). If a single value is included, this bit-rate, br1, is used. If a hyphen-separated pair of two bit-rates is included, br1 and br2 are used as the minimum bit-rate and the maximum bit-rate respectively. br1 shall be smaller than br2. br1 and br2 have a value from the set: 5.9, 7.2, 8, 9.6, 13.2, 16.4, 24.4, 32, 48, 64, 96, and 128. 5.9 represents the average bit-rate of source controlled variable bit-rate (SC-VBR) coding, and 7.2, …, 128 represent the bit-rates of constant bit-rate source coding. Only bit rates supporting at least one of the allowed audio bandwidth(s) shall be used in the session (see clause A.3.3.1). If not present, all bit-rates consistent with the negotiated bandwidth(s) are allowed in the session.
…
ch-aw-recv:
Specifies how channel-aware mode is configured or used for the receive direction. Permissible values are -1, 0, 2, 3, 5, and 7. If -1, channel-aware mode is disabled in the session for the receive direction. If 0 or not present, partial redundancy (channel-aware mode) is not used at the start of the session for the receive direction. If positive (2, 3, 5, or 7), partial redundancy (channel-aware mode) is used at the start of the session for the receive direction using the value as the offset (See NOTE below). Partial redundancy is supported only when the bit-rate is 13.2 kbps and the bandwidth is wb or swb.
NOTE:
If a positive (2, 3, 5, or 7) value of ch-aw-recv is declared for a payload type and the payload type is accepted, the receiver of the parameter shall send partial redundancy (channel-aware mode) at the start of the session using the value as the offset. If ch-aw-recv=0 is declared or not present for a payload type and the payload type is accepted, the receiver of the parameter shall not send partial redundancy (channel-aware mode) at the start of the session. If ch-aw-recv=-1 is declared for a payload type and the payload type is accepted, the receiver of the parameter shall not send partial redundancy (channel-aware mode) in the session.  If not present or a non-negative (0, 2, 3, 5, or 7) value of ch-aw-recv is declared for a payload type and the payload type is accepted, partial redundancy (channel-aware mode) can be activated or deactivated during the session based on the expected or estimated channel condition through adaptation signaling, such as CMR (see Annex A.2) or RTCP based signaling (see clause 10.2 of [13]).  If not present or a non-negative (0, 2, 3, 5, or 7) value of ch-aw-recv is declared for a payload type and the payload type is accepted, the partial redundancy offset value can also be adjusted during the session based on the expected or estimated channel condition through adaptation signaling.
The following parameters can be used only in EVS AMR-WB IO mode:

mode-set:
Restricts the active codec mode set to a subset of all modes when the EVS codec operates in AMR-WB IO, for example, to be able to support transport channels such as GSM or UMTS networks. Possible value is a comma-separated list of modes from the set: 0, …, 8 (see Table 1a [36]). If mode-set is specified, it must be abided, and frames encoded with AMR-WB IO outside of the subset must not be sent in any RTP payload or used in codec mode request signal. If not present, all codec modes of AMR-WB IO are allowed for the payload type.
mode-change-period:

See RFC 4867 [15].
mode-change-capability:
See RFC 4867 [15].
mode-change-neighbor: 
See RFC 4867 [15].


Optional parameters of AMR-WB (see clause 8.2 of [15]) not defined above shall not be used in the EVS AMR-WB IO mode.
A.3.3.1
Offer-Answer Model Considerations

…
ch-send:
TBD.

ch-recv
TBD.

When a single bit-rate is offered, the answerer may accept the offered bit-rate or reject the offered bit-rate. If the offered bit-rate is accepted, this bit-rate shall be used also in the SDP answer. If the offered bit-rate is accepted but the session is changed from sendrecv to sendrecv or recvonly, the offered bit-rate shall be used in the br, br-send or br-recv parameter included in the SDP answer. Otherwise, the RTP payload type shall be rejected.
When a bit-rate range is offered, the answerer: may accept the offered bit-rate range, modify the offered bit-rate range, select a single bit-rate, or may reject the offered bit-rate range. Otherwise, the RTP payload type shall be rejected.
When an offered bit-rate range is modified for the answer, the following rules apply:

-
The lower bit-rate limit ‘br1’ can be kept unchanged or can be increased up to ‘br2’, but cannot be decreased.

-
The upper bit-rate limit ‘br2’ can be kept unchanged or can be decreased down to ‘br1’, but cannot be increased.
When an offered bit-rate range is answered with a single bit-rate, this bit-rate shall be one of the offered bit-rates.
Rejecting all RTP payload types may lead to rejecting the media type and possibly even the whole SIP INVITE.
The bit-rates and bandwidths indicated in the negotiated media type attributes shall be consistent with Table A.6. Each ‘x’ represents a bit-rate and bandwidth combination supported by the EVS codec.
*** End of changes ***
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