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Foreword
This Technical Report has been produced by the 3" Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal
TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an
identifying change of release date and an increase in version number as follows:

Version x.y.z
where;
x thefirst digit:
1 presented to TSG for information;
2 presented to TSG for approval;
3 or greater indicates TSG approved document under change control.

y thesecond digit isincremented for al changes of substance, i.e. technical enhancements, corrections,
updates, etc.

z thethird digit isincremented when editorial only changes have been incorporated in the document.

Introduction

The exclusive usage of QoS mechanisms as described in TS 23.207 [4] is not enough to guarantee full end-to-end QoS
when interworking with external |P network domains and backbone networks which do not themselves contain IMS
network elements. Thisis mainly because the described QoS concept presumes that the interconnecting | P networks are
controlled by PLMN operators or other IMS operators. Asaresult, it is problematical to provide complete end-to-end
QoS guarantees when interworking with external |P network domains or backbone networks which provide IP QoS
mechanisms.

Especially for delay-sensitive services with strict end-to-end QoS requirements such as conversational speech or
streaming video, the existing QoS concept may not satisfy the service requirements when interworking with such IP
network domains and backbone networks. Consequently, new QoS concepts that are scalable and can take into account
overall end-to-end network performance must be assessed.

3GPP
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1 Scope

The present document investigates possible solutions to enhance the end-to-end QoS architecture as currently specified
in TS 23.207 [4] to achieve improved end-to-end QoS in the case of interworking with 1P network domains or backbone
networks that provide IP QoS mechanisms and enhanced interworking with other next generation networks. Within this
technical report, emerging QoS standardization efforts from TISPAN, ITU-T, and the IETF should be taken into
account.

2 References

The following documents contain provisions which, through reference in thistext, constitute provisions of the present
document.

« References are either specific (identified by date of publication, edition number, version number, etc.) or
non-specific.

» For aspecific reference, subsequent revisions do not apply.

« For anon-specific reference, the latest version applies. 1n the case of areference to a 3GPP document (including
aGSM document), a non-specific reference implicitly refers to the latest version of that document in the same
Release as the present document.

[1] 3GPP TR 21.905: "Vocabulary for 3GPP Specifications'.

[2] 3GPP TS 23.228: "IP Multimedia Subsystem (IMS)".

[3] 3GPP TS 23.107: "Quality of Service (QoS) concept and architecture”.

[4] 3GPP TS 23.207: "End-to-end Quality of Service (QoS) concept and architecture”.

[5] RFC 1633: "Integrated Servicesin the Internet Architecture: an Overview".

[6] RFC 2205: "Resource ReSerVation Protocol (RSVP)".

[7] RFC 2209: "Resource ReSerV ation Protocol (RSVP) Message Processing Rules”.

[8] RFC 2210: "The Use of RSVP with IETF Integrated Services'.

[9] RFC 2475: "An Architecture for Differentiated Services'.

[10] RFC 2925: "Definitions of Managed Objects for Remote Ping, Traceroute, and Lookup
Operations’.

[171] RFC 2748: "The COPS (Common Open Policy Service) Protocol".

[12] RFC 2750: "RSV P Extensions for Policy Control”.

[13] Internet Draft: draft-ietf-tsvwg-diffserv-service-classes-00,txt, " Configuration Guidelines for
DiffServ Service Classes, Transport Area working group draft; February 11, 2005".

[14] RFC 3168: "The Addition of Explicit Congestion Notification (ECN) to IP".

[15] RFC 2208: "Resource ReSerV ation Protocol (RSVP) Version 1 Applicability Statement. Some
Guidelines on Deployment”.

[16] RFC 3175: "Aggregation of RSVP for I1Pv4 and IPv6 Reservations'.

[17] Internet Draft: draft-lefaucheur-rsvp-dste-02.txt, "Aggregation of RSV P Reservations over MPLS

TE/DS-TE Tunnels, February 2005".

[18] Internet Draft: draft-babiarz-tsvwg-rtecn-03.txt, " Congestion Notification Process for Real-Time
Traffic, February 18, 2005".
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[19] Internet Draft: draft-ietf-nsis-fw-07.txt, "Next Stepsin Signaling: Framework, Next Stepsin
Signaling working group draft; November 1, 2004".

[20] Internet Draft: draft-ietf-nsis-qos-ndp-06.txt, "NSLP for Quality-of-Service signaling, Next Steps
in Signaling working group draft; February 20, 2005".

[21] Internet Draft: draft-ietf-nsis-ntlp-05.txt, "GIMPS: General Internet Messaging Protocol for
Signaling, Next Steps in Signaling working group draft; February 21, 2005".

[22] Internet Draft: draft-ietf-nsis-qspec-03.txt, "QoS-NSLP QSpec Template, Next Stepsin Signaling
working group draft; February 2005".

[23] Internet Draft: draft-ietf-dccp-spec-11.txt, "Datagram Congestion Control Protocol (DCCP);
March 10, 2005".

[24] ITU-T Y.1291: "An architectural framework for support of quality of service (QoS) in packet
networks".

[25] ITU-T H.360: "An architecture for end-to-end QoS control and signalling".

[26] MSF MSF-TR-Qo0S-001-FINAL: "Quality of Service for Next Generation Voice Over IP
Networks".

[27] RFC 2747: "RSVP Cryptographic Authentication".

[28] RFC 3260: "New Terminology and Clarifications for Diffserv”.

[29] RFC 2752: "Identity Representation for RSVFP".

[30] RFC 2872: "Application and Sub Application Identity Policy Element for Use with RSVP".

[31] Internet Draft: draft-ietf-nsis-rmd-01.txt, "RMD-QOSM - The Resource Management in Diffserv
QoS model, Next Stepsin Signaling working group draft; February 15, 2005".

[32] RFC 3346: "Applicability Statement for Traffic Engineering with MPLS".

Editor's Note: References may need to be removed if not required and other references may need to be added if

required.
3 Definitions and abbreviations

3.1 Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and TS 23.207 [4] and the
following apply.

Admission administrative domain: The Admission administrative domain defines a set of bearer devices and
gateways whose resources and routes are managed. One example could be the BCF.

[P-CAN: A general term of |P Connectivity Access Network. It includes GPRS, I-WLAN and a so other type of 1P-
CAN which may be defined in 3GPP.

Off-path P QoS control: An 1P QoS control method, also may be called Path-decoupled IP QoS control in which QoS
signalling messages are routed through nodes that are not assumed to be on the data path.

On-path IP QoS control: An 1P QoS control method, also may be called Path-coupled I P QoS control in which QoS
signalling messages are routed only through the nodes (i.e. GGSN or routers) that are on the data path.

Editor's Note: Definitions may need to be removed if not required and other definitions may need to be added if
required.
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3.2

For the purposes of the present document, the following abbreviations apply:

ABCF
AF
AMR
APN
BCF
BGP
BR
CAC
COPS
DCCP
Diffserv
DSCP
E2E
ECN
ER
GERAN
GGSN
HTTP
IMS
Intserv
IP-CAN
LAN
LDP
LSP
MBAC
MPLS
NSIS
PDF
PEP
PHB
QoS
RNC
RSVP
SDP
SIP
SNMP
TFT
TR

*

Abbreviations

Access Bearer Control Function
Application Function

Adaptive Multi Rate (*)

Access Point Name (*)

Bearer Control Function

Border Gateway Protocol

Border Router

Call Admission Control

Common Open Policy Service protocol
Datagram Congestion Control Protocol
Differentiated Services

Diffserv Code Point

End-to-End

Explicit Congestion Notification

Edge Router

GSM EDGE Radio Access Network (*)
Gateway GPRS Support Node (*)
Hyper Text Transfer Protocol (*)

IP Multimedia Subsystem (*)
Integrated Services

IP-Connectivity Access Network (*)
Local Area Network (*)

Label Distribution Protocol

Label Switching Path

M easurement Based Admission Control
Multiprotocol Label Switching Architecture
Next Stepsin Signaling

Policy Decision Function

Policy Enforcement Point

Per Hop Behaviour

Quality of Service (*)

Radio Network Controller (*)

Resource ReserVation Protocol (*)
Session Description Protocol (*)
Session Initiation Protocol (*)

Simple Network Management Protocol (*)
Traffic Flow Template (*)

Transit Router

This abbreviation is contained in TR 21.905 [1].

3GPP TR 23.802 V1.0.0 (2005-05)

Editor's Note: Abbreviations may need to be removed if not required and other abbreviations may need to be added

if required.

4

General requirements

Editor's Note: This section will describe the general requirements for enhancing the E2E QoS concept described in

4.1

TS 23.207 [4] from atechnical and architectural point of view.

Enhanced requirements for end-to-end QoS

- The end-to-end QoS interworking architecture shall support the provision of guaranteed end-to-end QoS in case

all affected backbone and access networks are able to guarantee QoS.

3GPP
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The end-to-end QoS interworking architecture shall be able to handle the case that a backbone network or the
access network of the other endpoint does not guarantee QoS or that there are temporarily insufficient resources
athough all networks are able to guarantee QoS.

For some important services with strict end-to-end QoS requirements, such as conversational speech or
streaming video, the QoS (such as bandwidth etc.) shall be assured in case of interworking with different 1P
network domains or backbone networks. In this case, the policing of the E2E QoS in UMTS network may be on
aper service (i.e. on the basis of specific flows of | P packets identified by the service) or aggregated flow basis
(i.e. on the basis of flows of different users and different services having the same QoS requirements).

The E2E QoS interworking architecture shall support admission control in al network administrative domainsin
the path of a flow/aggregate/service subject to E2E QoS guarantees. Admission control should inform service
control of the flow about the positive or negative outcome of admission control procedures. Service control at
the UMTS edge is responsible for rejecting or releasing a flow/aggregate/service based, among others, on the
outcome of admission control.

The E2E QoS interworking architecture shall be able to support the ability to request resources for agiven flow,
aggregate or service to satisfy the required QoS derived from actual service needs and/or subscription
information. Furthermore, when an interconnecting administrative domain does not provide QoS support, then
the edge domains of a flow/aggregate/service need to be aware of the fact that E2E QoS is not really guaranteed
for this flow/aggregate/service. In order to achieve this, the E2E QoS inter-working architecture should provide
means to discover whether one or more administrative domains in the path of a flow/aggregate/serviceis
transparent to (i.e. not considering) QoS information.

The E2E QoS interworking architecture shall be scalable to support large | P backbones. ‘Large both in terms of
topology and link rates (multi-gigabit need to be supported).

The E2E QoS interworking architecture shall be transport protocol agnostic, i.e. different transport protocols
shall be supported (e.g. RTP, MSRP).

The security, reliability, availability and resilience of the E2E QoS interworking architecture shall be considered.

The E2E QoS interworking architecture shall be able to interwork with external networks that can report
changing network conditions (e.g. link or equipment failures). If there are insufficient resources after changing
network condition in the external network, sessions, that cause utilisation to exceed the remaining resources,
shall be discontinued in a controlled way.

Editor's Note: How these sessions that cause remaining resources to be exceeded are determined is FFS.

The E2E QoS interworking architecture shall be able to robustly interwork with external networks that have
large fluctuations in traffic load or traffic type mix.

The E2E QoS interworking architecture shall be able to support E2E QoS regardless of whether the different
administrative domainsinvolved in the path of a service use the same QoS provisioning method or different QoS
provisioning methods.

The E2E QoS interworking architecture shall be able to interwork with multi-service networks carrying different
traffic types (i.e. in networks where also other traffic than 3GPP traffic is transported).

When considering interaction between the UM TS network and the external network, the work of the ITU-T,
TISPAN and the IETF NSIS working group shall be taken into account.

Impacts on session establishment delay should be taken into account when considering alternatives for E2E QoS
inter-working architecture.

The E2E QoS I nterworking architecture shall take into consideration of mobility, simultaneous |P-CAN
accessing aspects, e.g. handover between different IP-CANs and selection of IP-CANsin case of multi mode
terminals.

Itis preferred that e2e QoS mechanisms developed in ITU-T, TISPAN and/or IETF be adopted rather than a new
IP QoS signalling solution being developed by 3GPP. An objectiveisto align the 3GPP e2e QoS work with the
ITU-T, TISPAN and the IETF NSI'S working groups.

The E2E QoS Interworking architecture shall primarily provide a network-to-network-interface between the
3GPP network and external networks. The already existing 3GPP QoS mechanisms shall be reused as much as
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possible, in particular the existing interface(s) towards the terminal (AF session signalling, bearer signalling).
However, some enhancements e.g. to align with ITU-T and TISPAN, may be considered if deemed suitable and
feasible for the mobile environment.

4.2 General issues of end-to-end QoS

Editor's Note: This section is for the investigation of the general issues of end-to-end QoS and the clarification of
these issues.

4.2.1 Overview

The end-to-end QoS interworking architecture can only provide guaranteed end-to-end QoS in case all backbone and
access networks on the path provide QoS guarantees. However, it is possible that a backbone network or the access
network of the other endpoint does not guarantee QoS or that there are temporarily insufficient resources although all
networks support the end-to-end QoS architecture are able to guarantee QoS. The end-to-end QoS interworking
architecture may also try to find alternative paths to the other endpoint. In any case, the network provides the
information about the available QoS that can be guaranteed (this can be also none) to the UE.

Editor's Note: How this information is carried to the UE is FFS. For GPRS, existing signalling mechanisms should
be re-used as much as possible.

The UE makes the decision to request guaranteed end-to-end QoS. Therefore, the UE shall also make the final decision
whether to continue with the establishment of the session even if the desired QoS cannot be guaranteed temporarily or
QoS cannot be guaranteed at all.

In order to achieve end-to-end QoS guarantees for an I P flow/flow aggregate/service aggregate, all the network
administrative domains in the path of such IP flow may need to include the following functionality:

- ability to receive per | P flow/flow aggregate/service aggregate QoS information from a preceding network
administrative domain;

- ability to process per | P flow/flow aggregate/service aggregate QoS information. Thisis, to provide IP flow
admission control based on the IP flow QoS information received from a preceding network administrative
domain;

- ability to convey per IP flow/flow aggregate/service aggregate QoS information to a subsequent network
administrative domain; and

- ability to receive and react to per IP flow/flow aggregate/service aggregate information from subsequent (down
stream) administrative domain on their current QoS support condition.

It is specifically not assumed that the administrative domains use the same QoS provisioning techniques for realizing
the above functionality. For example, one administrative domain may rely on on-path signalling approach discussed
below, while another domain may rely on off-path signalling approach.

It is assumed that inter-domain routing of 1P packetsis static. I.e. for an IP flow/flow aggregate/service aggregate the
inter-domain path of 1P networks remains the same for the whole duration of the flow/flow aggregate/service aggregate.

The following general issues need to be solved to identify the requirements for the development of solutions that
enhance the end-to-end QoS architecture:

- How are the end-to-end QoS requirements for a service generated and signalled?
- Inthe case of feedback based solutions, how is the end-to-end QoS support condition for a service signalled?
- How can the solutions provide end-to-end QoS for all applications (IMS and non-IM S applications)?

- How are end-to-end QoS provided for different type of connections (i.e. UE-UE, UE-Server, Server-Server,
Server-UE)?

- How isthe resource check on the end-to-end path combined with the general IM S session setup?

- What isthe impact of insufficient or unavailable external resources?
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- Incase of off-path signaling, how is the next domain identified?
- How are external resources negotiated and allocated?

Editor's Note: Additional issues may be identified.

4.2.2 Signaling of QoS requirements
Editor's Note: This section is for the investigation of the generation and signaling of QoS requirements.

In the general case the end-to-end QoS requirements of an IM S session need to be signaled aong the end-to-end path to
be able to provide QoS. This QoS requirements information can be in both the application (IMS) signaling level and the
bearer path level. The application signaling level part of thisinformation is available in the IMS signaling (SIP/SDP),
i.e. bandwidth information and to some extent the QoS class, though it is not possible to differentiate between streaming
and conversational. More detailed information may be signal ed within the access network, e.g. for GPRS by means of
the PDP context QoS parameters (QoS class, transfer delay, error rates). However, within the access network the values
for the end-to-end path (especially the value for the end-to-end transfer delay) are not signaled.

In the bearer path level it is possible to convey QoS requirements using service class (i.e. DSCP). Having the service
class based QoS requirements in the per packet bearer path level alows the bearer path per packet forwarding
mechanisms to perform QoS functionality in line with the application's required bearer path behaviour. Diffserv Service
Classes asindicated in [13] provide a universal mapping between QoS requirements and service class (DSCP) although
this mapping does not include bandwidth requirements.

It is FFS how the end-to-end QoS values are generated and signaled. In the general case the UE needsto provide such
information. For a number of specific services a set of QoS parameters may be standardized and thus already available
in the network.

4.2.3 Resource check and IMS session setup

Editor's Note: This section isfor the investigation of the possibilities to combine the resource check up with the IMS
Session setup.

The IMS session setup is based on a clear separation between the IM S session signaling and the allocation of resources.
The IMS session setup is started but afterwards set on hold. At thistime, both endpoints are responsible for requesting
the required resources at least in their access network. The IMS session setup is only successfully finished if both
endpoints received sufficient resources.

For the general end-to-end path a number of possibilities exist at which point in time and under which responsibility the
external resources are requested. The external resource request may be coupled with the UM TS internal resource
request, i.e. with the PDP context establishment. Both endpoints may be responsible for the resource request for the
backbone network. Resources may either be requested by one of the endpoints for both directions or by both endpoints
in either sending or receiving direction.

It is FFS how the responsibility for the resource request is solved and how the UE can detect that the other endpoint is
not able to request resources for the backbone network.

4.2.4 Impact of insufficient or unavailable resources

Editor's Note: This section is for the investigation of the impacts of insufficient or unavailable resources on the IMS
session setup.

The UE isresponsible to decide if the resources that were granted by the network are sufficient for an IMS session. As
long as only resources of the access network are taken into account, the UE may either accept insufficient QoS or may
try to achieve the desired QoS at alater point in time. However, in case of end-to-end resources some more possibilities
exist. Resources may be guaranteed by a backbone network but they also may only be statistically granted. It isalso
possible that there is no feedback at all from a backbone network on the end-to-end path. Consequently, the UE needs to
be able to handle a number of cases with some of them being new, like the case that it is not possible to receive
guaranteed external resources at al or the case that QoS becomes insufficient during the IMS session.

There are situations when even guaranteed resource in the backbone network or in the access network can be redrawn or
made unavailable due to many events, e.g. network failure and urgent network resource re-allocation. In such situations,
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the network needs to provide the necessary network information to the decision points (network and/or UE) in order
that reactive measures can be taken and that the IMS session is handled appropriately, in line with session policy and
user wishes.

4.2.5 Identification of next domain for off-path signaling

Editor's Note: This section is for the investigation of solutions to identify the next domain in case of off-path
signaling.

For off-path signaling the next domain needs to be identified by other means than IP routing.

4.2.6 Negotiation and allocation of external resources

Editor's Note: This section is for the investigation of impacts coming from the negotiation and allocation of external
resources.

Backbone networks may apply a variety of mechanisms for negotiation and allocation of resources. For instance, a
backbone network may support unidirectional as well as bidirectional resource negotiation. Depending on the
capabilities of the other endpoint in the IM S session, the usage of such capabilities of backbone networks might allow
the provision of end-to-end QoS which otherwise would not be possible.

4.2.7 Provision of end-to-end QoS for non-IMS applications

Editor's Note: This section is for the investigation of impacts coming from the provision of end-to-end QoS for non-
IMS applications.

Even though it might be technically possible to provide most applications within the framework of IMS, there may be
reasons to provide applications that will benefit from end-to-end QoS outside of the framework of IMS. An operator
may for example have a streaming service where the additional complexity and cost of IMS would not be desirable.
Other examples are TV and radio services that are provided over the Internet, and which an operator may want to make
available for its subscribers. These services may require end-to-end QoS for enhanced end-user reception.

End-to-end QoS architecture used in the 3GPP network need also to comprise support for non-IM S applications.

5 Architectural concept

Editor's Note: This section will describe the different enhanced E2E QoS architectures including interaction with
emerging QoS concepts from other standards organizations.
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5.1 General end-to-end QoS reference model

511 Introduction

For describing the concepts of different ways to provide end-to-end QoS, figure 5.1.1.1 below is used
as areference model. The figure shows the location of the IP backbone network and the main
interfaces. The IP backbone network provides IP packet forwarding service for the application nodes.
Application nodes are the domain specific nodes that interface with backbone network, such as
GGSN, PDF etc.

Application control (e.g. SIP)

Applicationnode & Application node
Application e App. node-backbone N | Application
4 control plane interface e
Inter-domain interface
P layer - - P layer
IP control plane I A X b e IP control plane
:} i d
»( Control
IP user plane [ IP user plane
P
P

IP Backbone

App. node-backbone
user plane (IP) interface

Figure 5.1.1.1: Reference model

The application node to backbone user plane interface isa pure IP level interface that provides the transfer of | P packets
between application nodes. The application node to backbone control plane interface allows the communication of
application node and | P backbone network. Note that, the communication between the application and the backbone
network is also possible. Thisinformation exchange helps to provide end-to-end QoS for 1P flows between application
nodes.

Possible information exchange methods between application node and | P backbone network are:
- noinformation exchange at all;
- indirect control information is exchanged (e.g. via marking of user plane IP packets);
- explicit control function with aggregated resource reservation; and
- explicit control function with per-flow resource reservation.

The inter-domain interfaces of the IP backbone network, namely the user and control plane interfaces, are to provide the
required QoS through multiple backbone IP domains. The application node to application node control interface is out
of scope of this document.

A description of the most important provisioning schemes for QoS is given in annex B.

5.2 Connection models

5.2.0 Overview
The following connection models should be studied.
Editor's Note: The following connection models are not exclusive.

Editor's Note: The Figures might need to be updated regarding the IMS clouds.
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Editor's Note: The terminology used in this document for the policy control architecture (e.g. functional entities and
reference points) should be aligned with the rel-7 study on "Evolution of the policy control and charging”
(TR 23.803).

521 UE-UE connection via interconnected IMS networks

5211 General

In this case, a UE served by IMS connects to aremote UE via one or more interconnected IM S networks. In this case,
mechanisms are required within intermediate IM S networks for policy control interactions with the underlying IP
backbone network.

Two cases are possible depending upon whether the media packets are forced to follow the same path (via the same
intermediate network) as the control packets or are allowed to take a different (more efficient/direct path). Both cases
arevalid and should be studied.

The pros and cons of the 2 approaches seem to depend on which charging models are to be adopted by interconnected
IMS networks.

5.2.1.2 Control and media via the same intermediate network

In this connection model the control and media packets are routed through the same intermediate network. Thisimplies
arequirement to force the media to follow a particular path based on the routing of the application layer signalling.

By forcing mediato follow the same path as the control, it is possible to treat each session as an individual entity. This
approach alows IM S interconnect agreements to be modelled on those used today for Circuit Switched calls. Charging
by time, by data volume and by service is possible with this approach. Having PDF and PEP functions under control of
an intermediate network AF/CSCF allows for policy control, QoS (bandwidth etc.) reservation and call admission
control, if required by an Operator.

The main disadvantages of forcing mediato follow the same path as the control are the inefficiencies that might be
introduced in terms of the path taken by the media packets.
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NOTE 1: The IP-CCN, BG and BG PDF in the networks of IMS operator A and B that are shown in Figure 5.2.1.2.1
are not currently included within the 3GPP Architecture, but they are included here for better
understanding of the problem domain. Only those parts of them contributing to E2E QoS would be within
the scope of this study.

NOTE 2: Some functions exist in 3GPP specifications that may be similar to the BG entity in the figure. E.g. the
GPRS BG and SEG as specified in TS 33.210 and the BGW for the Gp interface as specified in TS
23.060.

NOTE 3: There may be more than one border gateway (BG) element at the edge of the network. The representation
of a single element in the figure above is for simplicity and does not imply that it is required for the
signalling and the media to traverse the same border gateway.

Figure 5.2.1.2.1: UE-UE connection via interconnected IMS networks with control and media via the
same intermediate network

Several entities are required in the interconnected IM S networks (e.g. AF and PDF) to provide QoS in the
corresponding backbone I P networks. QoS negotiation among the IMS domains is done by AFs. The way to provide
QoS within the backbone | P network depends on the QoS policy of the intermediate operator.

5.2.1.3 Control and media via different intermediate networks

In this connection model the control and media packets are not routed through the same intermediate network. The
media packets could route directly between the IP-CANs or via a different i ntermediate network.

The main advantage of allowing the mediato take the most direct/efficient path is potentially lower cost and superior
quality of experience (less delay etc.)

If media packets are allowed to take the most direct path between UEs then it is not clear what charging model can be
used other than charging by aggregate between operators.

In this case the connection models of 5.2.2, 5.2.3 or 5.2.4 apply.

5.2.2 UE-UE connection via backbone IP networks with off-path QoS
signaling

UE served by IM S connects to peer UE via a backbone | P network with off-path QoS signaling. Thissignalling is
transferred between policy decision points, i.e. between PDF and BCF. The backbone IP network is an abstraction that
represents the set of inter-connecting network administrative domains between two IM S systems.

BCF performs QoS management within the backbone | P network. Gu interface is defined as the interface between the
PDF in IMS and BCF in the backbone IP network.
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Editor's Note: Definitions and more detail explanations of the BCF and Gu interfaces would be described in section
3orb.
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NOTE 1: The IP-CCN and the BG in the originating and terminating operator are not currently included within the
3GPP Architecture, but they are included here for better understanding of the problem domain. Only those

parts of them contributing to E2E QoS would be within the scope of this study.

Some functions exist in 3GPP specifications that may be similar to the BG entity in the figure. E.g. the

GPRS BG and SEG as specified in TS 33.210 and the BGW for the Gp interface as specified in TS

23.060.

There may be more than one border gateway (BG) element at the edge of the network. The representation

of a single element in the figure above is for simplicity and does not imply that it is required for the

signalling and the media to traverse the same border gateway.

Editor's Note: It isfor further study whether the BG element is a PEP or not.

NOTE 2:

NOTE 3:

Figure 5.2.2.1: UE-UE connection via backbone IP networks with BCF

This connection model is an extension of the IMS Rel-6 one to include a horizontal QoS signalling component between
the IMS PDF and an equivalent functional entity, named BCF, in the backbone inter-connecting | P network.

Any vertical interface between the BCF in the backbone I P network and other nodes within this network are considered
outside the scope of thisTR.

The BCF negotiates QoS with the PDF of the IP-CAN. The way to provide QoS within the backbone | P network
depends on the QoS policy of the backbone operator.

5.2.3 UE-UE connection via backbone IP networks without QoS signaling

UE served by IMS connects to a remote UE via one or more backbone IP networks. QoS relationships are established
between the different backbone | P network providers, between backbone I P network providers and PLMN operators

and between different PLMN operators, without requiring per-session signalling. The backbone IP networks may be
administered by PLMN operators.
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NOTE 1: The IP-CCN and the BG in the originating and terminating operator are not currently included within the

3GPP Architecture, but they are included here for better understanding of the problem domain. Only those
parts of them contributing to E2E QoS would be within the scope of this study.
NOTE 2:

Some functions exist in 3GPP specifications that may be similar to the BG entity in the figure. E.g. the
GPRS BG and SEG as specified in TS 33.210 and the BGW for the Gp interface as specified in TS
23.060.

NOTE 3: There may be more than one border gateway (BG) element at the edge of the network. The representation

of a single element in the figure above is for simplicity and does not imply that it is required for the
signalling and the media to traverse the same border gateway.

Editor's Note: It isfor further study whether the BG element is a PEP or not.
Figure 5.2.3.1: UE-UE connection via backbone IP networks without QoS signalling

Thereis no means to signal with the routers regarding On-Path |P QoS control. The routers transit user packets based on
the static configuration depending on the QoS policy of the backbone operator.

There may be SLASs established between the IP-CAN and Backbone IP Network or its aggregates based on DiffServ

Service Classes [13]. Under such deployment scenarios, network usage feedback on the bearer path could be used
together with QoS resource control within the IP-CAN network to provide resource availability information into IMS
session control decisions.

5.2.4

UE-UE connection via backbone IP networks with on-path QoS
signaling

UE served by IMS connects to aremote UE via one or more backbone IP networks with on-path QoS signalling. The
backbone | P networks may be administered by PLMN operators.

In on-path signalling model, QoS signaling messages are transferred between PEPs through routers that process user
data packets.
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NOTE 1: The IP-CCN and the BG in the originating and terminating operator are not currently included within the
3GPP Architecture, but they are included here for better understanding of the problem domain. Only those
parts of them contributing to E2E QoS would be within the scope of this study.

NOTE 2: Some functions exist in 3GPP specifications that may be similar to the BG entity in the figure. E.g. the
GPRS BG and SEG as specified in TS 33.210 and the BGW for the Gp interface as specified in TS
23.060.

NOTE 3: There may be more than one border gateway (BG) element at the edge of the network. The representation
of a single element in the figure above is for simplicity and does not imply that it is required for the
signalling and the media to traverse the same border gateway.

Editor's Note: It isfor further study whether the BG element is a PEP or not.

Figure 5.2.4.1: UE-UE connection via backbone IP networks with on-path QoS signalling

The PEP in the IP-CAN and the routers in the backbone network could be able to handle signalling regarding On-Path
IP QoS control (e.g. RSVP, RSVP-TE, Aggregate-RSVP or MPLS-TE technology). The routers receive On-Path | P
QoS control messages from IP-CAN or another backbone I P network.

5.3 Issues of connection models

Editor's Note: This section is for investigation of the connection models from the perspective of QoS and
clarification of issues. Details are FFS.
5.3.1  Type of information to be exchange end to end
In order to guarantee End-to-End QoS, a connection model should implicitly or explicitly:

- convey abstract QoS information. Thisis the QoS parameterisation should be independent of the actual QoS
solutions used at lower levels within the network, and of the transport technologies used in the network.

- convey appropriate QoS information to describe the QoS requirements of the IP flow. The actual information
may depend on the nature/type of the flow (e.g. RT, streaming, etc).

- dlow abstraction in the definition of aflow. E.g. it should be possible to define aflow as:
- al packets with the same source | P address;
- al packets with the same source and destination | P addresses;

- al packets with the same five-tuple: source and destination | P addresses, originating and destination port
numbers and protocol ID;

- €fc.
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- it may be appropriate to convey QoS related information to describe the current network QoS condition along the
bearer path. Thisinformation should be available whenever the specific flow wantsto utilize the QoS resources
of the flow's bearer path.

Flow abstraction should be provided in a per flow basis. |.e. the "definition™ of aflow itself needs to be signaled through
the path of the QoS signalling when establishing the flow.
5.3.2 Information stored in PDF after negotiation

After QoS negotiation with the backbone I P network, the PDF may store the information during the session about the
backbone network and QoS, which could include:

- QoS information negotiated with the backbone network:
- bandwidth allowed in the backbone network, including uplink and down link;
- moreinformation is TBD.
- backbone network information:
- negotiation mode (i.e. on-path mode or off-path mode);
- BCF IP addressif the negotiation mode is off-path;

- moreinformationis TBD.

54 Architecture for off-path IP QoS interaction between UMTS
network and external IP network

541 General

This section describes an architecture for off-path QoS interaction between UMTS and an External 1P network
providing QoS-enabled | P transport services.

To provide IP QoS end-to-end, it is necessary to manage the QoS within each domain. In UMTS network, to enable
coordination between events in the application layer and resource management in the IP bearer layer, alogical element,
the Policy Decision Function (PDF), isused as alogical policy decision element. It is also possible to implement a
policy decision element internal to the IP BS Manager in the GGSN. In the external IP network, alogical element, the
Bearer Control Function (BCF) is used to control the external |P bearer service path.

When resources not owned or controlled by the UMTS network are required to provide QoS, it is necessary to
interwork with the external network that controls those resources. One alternative to provide highly ensured end-to-end
QoS capability for realtime sevicesisto interwork with external |P network, using interaction between the Policy
Decision Function and the Bearer Control Function.

54.2 Description of functions

5421 QoS management functions for off-path end-to-end IP QoS in the UMTS
network

Policy Decision Function (PDF) isasdefined in TS 23.207 [4]. In addition, it is responsible for communication with
BCFs in interconnecting networks via the Gu reference point.

The PDF makes policy decisions based on information obtained from the AF and the result of interacting with the other
related BCF.

One way in which the PDF can discover its adjacent BCF is by using a static configuration mechanism in the PDF. For
example, the PDF can find the appropriate BCF through static configuration of the FQDN or IP address of the BCF
which manages the external gateway router which interacts with the GGSN. For load sharing and redundancy, if the
GGSN inthe UMTS network is connected to redundant external gateway routers which are managed by redundant
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BCFs, the multiple BCFs' addresses are configured in the PDF. The policy to select the appropriate BCF is decided by
the operator's redundancy policy and the equipment capabilities.

5.4.2.2 QoS management functions for off-path end-to-end IP QoS in the external
network

Bearer Control Function (BCF) isthe alias of alogical function element in external network which performs QoS
control within the external 1P network.

For loadsharing and redundancy reasons multiple BCFs may be provided in each external 1P network.

Editor's Note: It is FFS how a configuration with multiple BCFs should look like and how they interwork with the
PDF (e.g. to coordinate resources €etc).

The techniques and mechanisms in the BCF and | P backbone required for performing QoS control together with the
interface(s) between the BCF and the IP Backbone are out of scope of this TR.
5423 Interaction between UMTS network and external networks

Within the UMTS network, there is resource management performed by various nodes in the admission control
decision. The resources considered here are under the direct control of the UMTS network.

In the external networks, it is also necessary to perform resource management to ensure that resources required for a
service are available. Where the resources for the | P Bearer Service to be managed are not owned by the UMTS
network, the resource management of those resources would be performed through an interaction between the UMTS
network and that external network.

When interaction is needed between the UMTS network and the external network, resource requirements are explicitly
requested and either granted, negotiated or rejected through the exchange of signalling messages between PDF and
BCFsin the externa network. The interface between PDF and the BCF element in backbone IP network, named the Gu
reference point, may transfer QoS and other information which can be used for policy decisions.

Before sending the QOS request, the PDF shall choose the connected external network by which the media data can be
transferred to the terminating nodes. So the PDF should be profiled at least with the following information:

- alist of external networksto different terminating IMS domains.

- alist of alternative external networks to the same IMS domain.

- the property of any external network in the list, which may include:
- on-path or off-path QOS management architecture;
- thelP address of BCF to accessif in off-path.

Editor's Note: It is FFS how the PDF choose the connected external network and how links are configured for the
off-path scenario. Does the signalling (Gu) traffic and the media use the same or different links? How are
these links negotiated among the different networks?

5.4.3 Enhanced capabilities of functional elements

This section provides functional descriptions of enhanced capabilitiesin GGSN, PDF, and AF.

5.4.3.1 GGSN

The functionality isthe same as defined in TS 23.207 [4].

5.4.3.2 PDF
Service-based Local Policy Decision Point

- The PDF shall exchange the QoS information with the other related BCF via the Gu interface.
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54.4 Reference points between functional elements

544.1 Go reference point (PDF - GGSN)

The functionality is the same as defined in TS 23.207 [4].

5.44.2 Gq reference point (PDF - AF)
The functionality isthe same asdefined in TS 23.207 [4].

5.4.4.3 Gu reference point (PDF - BCF)

54431 Gu functional requirements

The Gu reference point is used for exchange of QoS information between PDF and BCF element in backbone IP
network.

5.4.4.3.2 Information exchanged via Gu reference point
Service infor mation:
The service information below is derived from Gq reference point, which may include:
- session Id (to uniquely identify the the session).
- information defining the I P flows of the media stream. E.g.
- direction (bi-directional, uplink / downlink);
- 5-tuple (source/destination address and port number, protocol 1d);
- indication of the maximum and/or mean bandwidth required.
- anindication of the requested type of service information per service-flow.

Editor's Note: The information passed over the Gu interface may also include other information required to negotiate
resources in the external 1P networks.

Operator/network information:

Thisinformation is used to identify whether the request or response signalling is from the agreement subscribers, which
may include;

- PDF IP address, or PDF fully qualified domain name (in the signalling from PDF to BCF );
- BCF IP address (in the signalling from BCF to PDF).
The result of Session Admission Control (SAC):

The result of SAC by PDF and BCF should be sent viathe Gu interface.

5.5 Architecture for on-path IP QoS interaction between UMTS
network and external IP network

551 Overview

This section describes an architecture for on-path QoS interaction between UMTS and an Externa 1P network
providing QoS-enabled | P transport services.
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5.5.2 RSVP

55.2.1 General

This section describes RSV P and some of the extensions that have been made to RSV P that meet a number of
requirements such asimproving its scalability and security characteristics. In this scenario the GGSN acts as an RSVP
Sender and Receiver.

RSVP [6] isacontrol signalling protocol that requires the introduction of states for specific information flows, athough
reservation states are "soft" in that they are regularly renewed by messages sent from the initiator of the reservation
request. If not renewed, the reservations are timed-out. Resources are reserved for forwarding packets meeting specified
criteria (protocol id and port number) from a specific destination address to the initiator of the reservation. Receivers
initiate requests for resource reservations along the path that the packets will follow. Nodes which do not support RSVP
pass on the reservation request and so there is no guarantee that the path will be fully reserved, although an indication is
sent to the reservation initiator that a non-RSV P link has been encountered. The resources need to be available and
access policy conditions have to be met for areservation to be successfully applied. The Sender advertises a data flow
by sending a Path message to the receiver of the data flow. The Receiver of the data flow may initiate a reservation for
the data flow by sending a Resv message. The Resv message follows the Path message upstream hop-by-hop using the
installed path states. The integrity and authentication of RSV P messages can be ensured using the RSV P Integrity
object as described in RFC 2747 [27].

A Policy Data object, identifying a user or an account for example, can be included to control reservation access and
usage policy [12]. RFCs 2752 [29] and 2872 [30] further define how users and applications can be identified and
authorised to make resource reservations.

Reservations can be aggregated over a single RSV P reservation which dynamically adapts to the characteristics of the
reservations being aggregated [16]. Aggregation can reduce the load of processing many independent reservations on
the routers on the aggregation path as long as the aggregate reservation is not adapted to every individual reservation
but modified less frequently. Algorithms and policies for predictive reservations are described in RFC 3175 [16].
Differentiated Services techniques for packet classification and forwarding behaviour are used such that a number of
aggregated reservations may be established between a pair of routers, each corresponding to a certain class of traffic and
identified by a Differentiated Services codepoint. A number of possible traffic classifications are possible ranging from
mapping al individual RSV P reservations to one DS codepoint and per-hop forwarding behaviour, through mapping all
Guaranteed Service reservations to one DS codepoint and all Controlled Load reservations to another, to in addition
using policy information to classify traffic.

It is necessary to ensure that the data packets associated with an aggregated reservation follow the path of the aggregate
reservation using a technigque such as IP-in-1P tunnels, GRE tunnels, or MPLS. Thisis because the aggregate RSVP
Path messages contain the | P addresses of the aggregating and de-aggregating routers rather the | P addresses of the
individual end-to-end flows as is normally the case in RSVP. MPLS has the advantage of allowing traffic engineering.

It isalso possible to use the Resource Management in Diffserv (RMD) concept, which was introduced as a possible
method for dynamic admission control for Diffserv [31], with RSV P. In some of the nodes or in the nodes within a
network region, simplified RSV P operation is used: storing only aggregated reservation states and using asimple
resource management function in these nodes.

55.2.2 Description of functions
55.2.2.1 QoS management functions for RSVP based on-path end-to-end IP QoS in the
IP-CAN

IP-CAN Gateway (GGSN) is responsible for transmitting and receiving RSV P messages to be used for on-path
signalling with the external network. To that end, it may operate either as.

- An RSVP node on the end-to-end RSV P signalling path. This may be the case, for example, when the UE
supports the initiation and termination of RSVP signalling, as defined in TS 23.207 [4]. The IP-CAN Gateway
behaves as an RSV P node which receives, processes and transmits RSV P messages. RSV P reservations handled
by the IP-CAN Gateway are per-flow reservations; or

- An RSVP aggregation node on the end-to-end RSV P signalling path. This may be the case, for example, when
the UE supports the initiation and termination of RSV P signalling, as defined inTS 23.207 [4]. The IP-CAN
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Gateway behaves as a RSV P Aggregator/Deaggregator node [16]. The IP-CAN Gateway handles per-flow
reservation on the IP-CAN side and handles aggregate reservation on the external network side.

And/or operate as:

- AnRSVP Proxy. Thisisthe case when RSV P signalling is not initiated/terminated by the UE. The IP-CAN
Gateway acts as the RSV P signalling end-system and initiates/terminates RSV P signalling on behalf of the
Policy Decision Function. The IP-CAN Gateway may initiate/manage per-flow reservations or may
initiate/manage aggregate reservations. | nitiation/Maintenance/Tear-down of reservationsis based on resource
requests received from the Policy Decision Function.

According to the exchanged signalling with the external 1P network, the IP-CAN gateway may communicate with the
Policy Decision Function that resources cannot be committed.

5.5.2.2.2 QoS management functions for RSVP based on-path end-to-end IP QoS in the
external network

I P Backbone Edge Router is the function which exchange RSV P signalling with the IP-CAN gateway.

5.5.2.2.3 Interaction between the IP-CAN and external networks

Within the IP-CAN, there is resource management performed by various nodes for end-to-end QoS support. The
resources considered here are under the direct control of the IP-CAN operator.

When interaction is needed between the IP-CAN network and the IP Backbone network, resource reguirements are
determined by the IP-CAN gateway and explicitly requested and either granted, negotiated or rejected through the
exchange of RSV P signalling messages between IP-CAN gateway and |P Backbone Edge Router. In the case of GPRS,
the interface between the GGSN and the Provider Edge element in backbone I P network is the Gi reference point.

5.5.2.3 Enhanced capabilities of functional elements

This section provides functional descriptions of enhanced capabilitiesin GGSN.

5.5.2.3.1 GGSN
The functionality is as defined in TS 23.207 [4] and in section 5.5.2.2.1 above.

5.5.2.4 Reference points between functional elements

5.5.24.1 Go reference point (PDF - GGSN)
The functionality isthe same as defined in TS 23.207 [4].

5.5.24.2 Gq reference point (PDF - AF)
The functionality is the same asdefined in TS 23.207 [4].

5.5.2.4.3 Gi reference point (GGSN - PE)

5.5.2.4.31 General
Thisfunctionality isas defined in TS 23.207 [4].

5.5.2.4.3.2 Gi functional requirements

The Gi reference point is used for exchange of QoS information between GGSN and |1P Backbone Edge Router.

5.5.2.4.3.3 Information exchanged via Gi reference point

Service information:
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The information exchanged viathe Gi reference point includes:

- Information characterising the set of packets benefiting from the RSV P reservation. In the case of per-flow
reservation, thiswill effectively be the 5-tuple (source/destination address, source/address port number, protocol
Id) encoded over the RSV P IPv4/IPv6 Session object and the RSV P I Pv4/IPv6 Filter-Spec/Sender-Template
objects. In the case of aggregate reservation as per RFC 3175 [16] this will be the 3-tuple (source/destination
address, DSCP) encoded over the RSV P-Aggregate-1Pv4/1Pv6 Session object and the RSV P-Aggregate-
IPv4/1Pv6 Filter-Spec/Sender-Template objects.

- Information characterising the QoS requirement (Intserv service type, bandwidth).

- Optional, credentials which can be used by the IP Backbone to identify the network generating the RSVP
reservation request as a party authorised to make such RSV P reservations.

5.5.3 MPLS-TE

This section describes the MPLS-TE.MPLS-TE defines the concept of Label Switched Path (L SP) priority, whichis
used to set up L SP priority with some resource, and allows higher LSP (i.e. with the higher priority) to grab the resource
of lower LSPs. This mechanism can ensure that:

- inthe case dl of the resource of higher LSP are used out, there still are resource reserved by the lower L SP.
- important LSP will always set up the optimum path without the restriction of available reservations.
- while the LSP reroutes the path, important LSP shall have priority of first routing.

MPLS-TE defines 8 priority classes, which from the highest ‘0’ to the lowest 7', and 2 types, which are the setup
priority and hold priority. Setup priority controls the admission and sets up L SP with the resource which have not been
set up, and hold priority controls the admission to the resource which have been set up. During the setup of aLSP, if the
resource is insufficient, the setup priority of the L SP should compare with the hold priority of the other LSPs, which
have been setup, to decide whether the LSP is more important and then grab the other LSPS' resource. For further
description of MPLS-TE see RFC 3346 [32].

554 Feedback based call admission control

End-to-end QoS provisioning in the current 3GPP standard as specified in TS 23.107 [3] and TS 23.207 [4] uses
Diffserv mechanisms on the | P bearer level, for example Service Level Agreements (SLAS), to ensure QoS. The
involved networks are assumed to be at least statically dimensioned to cope with the agreed traffic volumes, but thisis
not limited to static SLAS, when dynamic SLAs are used, this mechanism will continue to function without
modification in the more dynamic environment. Traffic exceeding these agreed limitsis expected to be handled using
normal Diffserv traffic shaping functions, e.g. dropping of random packets. Such mechanismsis however not always
very friendly to real-timetraffic e.g. flows used to carry IMS I P telephony calls. Instead a mechanism capable of either
blocking a real-time flow completely or letting it through completely would be a more appropriate mechanism to
control the traffic volumes. The feedback based call admission control (CAC) function described below has such a
characteristic.

A solution which can prevent overload situations of real-time traffic in intermediate networks employs a CAC function
inthe PLMN, e.g. in the GGSN or in anodeinthe IMS Core. The CAC function is queried at session activation. The
CAC function must also be made aware of the congestion situation in any intermediate networks along the end-to-end
path. A method to provide the CAC function with such information is by feedback from the intermediate networks.
Congestion or bandwidth limitations in these networks are indicated by a remarking of either the DS-field or the ECN-
field, in the TOS byte (for 1Pv4), in IP headers of packets forwarded through congested points of these networks.
Remarking in a node should start when bandwidth resources get close to its limit, i.e. before actual congestion occurs.

For the remarking solution there isonly alogical or implicit relation between the control planesin the application nodes
and the nodes in intermediate | P backbones, i.e. there is no specific signalling protocol used.
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Figure 5.5.4.1: Feedback based QoS provisioning

The CAC function uses feedback information to check for congestion based on an operator-specific threshold. When
sessions for outgoing calls are established, the current congestion conditions for the path to the destination network is
checked before the session is finalized. In case of resource constraints, the call can be blocked depending on policy.
This mechanism can aso be used to allow more urgent sessions to be established in place of the normal sessions, this
decision depends on the policy in place at the decision points.

Diffserv remarking can be applied locally within domains and between domains (within SLAS) if operators agree, but
having end-to-end usage of Diffserv marking will be beneficial, as recommended by Diffserv Service Classes[13].
ECN has end-to-end semantics, since ECN's function isto indicate congestion, the segments of the end-to-end bearer
path that wants to have its network congestion information be used will need to support ECN functionality. For each
network segment it is possible to document in the SLA between adjacent administration domains, whether ECN
indication is used. Network segments that do not use ECN indications will need to guarantee that congestion will not
occur when the offered traffic conformsto the SLA. For further description of Diffserv remarking see RFC 2475 [9]
and RFC 3260 [28].

When Feedback based Call Admission Control is used, the Call Admission Control can be done using information from
the bearer path network layer.

5.6 Characteristics of different IP QoS architectures

5.6.1 Overview

This section depicts the main characteristics of the possible aternative solutions that can be used for end-to-end QoS.
5.6.2 Characteristics of feedback based QoS solution

56.2.1 Characteristics of the feedback based call admission control with continuous
monitoring

The main characteristic of the feedback based QoS solution isits simple implementation and low processing
requirement. The nodes supporting the function in the network only have to be configured to support the Diffserv
remarking function. Alternatively, the links to nodes not configured for Diffserv remarking have to be e.g. over-
dimensioned so that no congestion occurs.

For an interdomain solution, the usage of feedback based solution has to be agreed between the domains as a domain
not supporting this mechanism cannot be detected. The SLAs between operators can be used both to indicate if Diffserv
remarking is supported as well as the Diffserv codepointsto use. If Diffserv remarking is not supported then over-
provisioning can be applied. Intermediate networks using overprovisioning needs to have SLAs supporting DiffServ
remarking with the same set of DSCPs.

The feedback solution is an on-path method, so it responses to changes in topology such as on-path signalling. Expected
bandwidth efficiency of the method is similar to aggregated on-path signalling solutions.

The feedback based QoS solution with continuous monitoring relies on packet filtering, traffic conditioning and DSCP
remarking features of routers supporting DiffServ. Therefore, no new functionality needs to be implemented in current
routers when feedback based QoS solution is based on continuous monitoring.
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The functionality needed in nodes performing admission control based on background monitoring consists of packet
filtering, counting remarking rate for filtered aggregates and deciding on admission per aggregate. Therefore, this
method is well suited to bandwidth based SLAS, that need to be configured in edge routers. If admission control is
based on background traffic monitoring, session setup is fast because admission control nodes decide on local
information that has been collected prior to the session establishment.

5.6.2.2 Characteristics of the feedback based call admission control using RT-ECN
probing with continuous ECN monitoring

The main characteristic of this feedback based QoS solution is its simple implementation and low processing
requirement. The nodes supporting the function in the network only have to be configured to support the ECN
remarking function. Alternatively, the links to nodes not configured for ECN remarking have to be e.g. over-
dimensioned so that no congestion occurs.

For an interdomain sol ution, the usage of feedback-based solution has to be agreed between the domains, asadomain
not supporting this mechanism cannot be detected. The SLAs between operators can be used to indicate if ECN
remarking is supported. If ECN remarking is not supported then over-provisioning can be applied. Intermediate
networks needs to support Diffserv Service Classes asindicated in [13].

RT-ECN probing with continuous ECN monitoring is a dynamic solution that responds to changes in topology such as
network failure.

RT-ECN probing is performed with every session setup and provides a real-time congestion information input into the
call admission control decision.

Continuous ECN monitoring allows congestion to be detected mid-call providing a stimulus for reactive measures to be
taken.
5.6.3 Characteristics of off-path signalling using Gu interface

Off-path signalling usually involves an independent resource management system, which communicates via
standardized interfaces (COPS [11], SNMP, or other protocols) with the IP layer. It provides unified operation,
mai ntenance and administration of the resources.

BCF isacritical node in the network since it holds information about the network logical topology and controls the
Service resources.

It can be implemented within a single administrative domain and multi-domain as well. The standardization of the
protocol to support inter-domain solutions is depending on the progress in other standardization body (IETF, ITU-T or
others).

With this solution there is no need to implement a scal able reservation protocol in each router.

This solution complements existing | P networks with QoS control functions without affecting traditional services. It
adopts alayered network structure consisting of the logic bearer layer, bearer control layer and service control layer.
Logic bearer layer can be e.g. an MPL S-based bearer layer that is separated from traditional |P servicesin terms of
resources.

It requests resources before the use of services, guarantees the resources during the use and releases of resources after
the use.

It fulfils the QoS requirements as long the resource management server reflects the real logical topology information
(routing and link loads).

If the backbone is based on MPLS, only the edge routers need to provide flow classification functions.

5.6.4 Characteristics of on-path signalled QoS solution
In on-path QoS signalling methods (RSV P and future NSIS QoS application), the signalling messages follow the data

path and make reservations for the data flow or aggregate in each network element along the path. RSVP and NSIS are
able to inter-work with general routing protocols; therefore additional signalling is not needed.
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The resource management is simple: based on Intserv [5] or Diffserv [9], advanced resource management may be
implemented in some nodes, e.g. edge nodes. Both RSV P and NSIS utilize soft state principle. This resultsin more
robust design than hard states, ensuring that abandoned reservations are removed automatically after time-out. Both
RSVP and NSIS are able to give fast and automatic response to changing network topology, e.g. reservations are
automatically moved in the new data-path after rerouting.

On-path signalling methods have distributed architectures, which is very desirable from network resilience and
robustness point of view. Intserv requires storing per flow reservation state in each router, which can cause scalability
issues. This can be avoided by RSVP extensions for aggregated reservation, summary refresh, which are supported also
by NSIS.

6 Procedures

Editor's Note: This section will describe the procedures for the functional elements contained in the different
enhanced E2E QoS architectures.

6.1 QoS procedures in functional elements

6.1.1 General

This section describes the main procedures for each involved network element that is used for the end-to-end QoS
management. Procedures to ensure end-to-end QoS may be required. Various scenarios and architectures need to be
studied in order to determine if new procedures would be needed to be added to the existing functional elementsin
order to meet the requirements of end-to-end QoS management.

6.1.2 Procedures in the off-path model

6.1.2.1 Procedures in the PDF

When the PDF received the bearer authorization request from the GGSN, the PDF shall authorize the bearer resources
by checking the stored SBLP for the session.

After this, for some services with strict end-to-end QoS requirement, it is necessary for the PDF to check if there are
enough resources. The PDF shall send the authorized QoS request signalling to the BCF when interacting with the
external |P network. One way in which the PDF can discover the BCF is by using a static configuration mechanismin
the PDF. For example the PDF can find the appropriate BCF through static configuration of the FQDN or IP address of
the BCF(s) which manages the external gateway router which interacts with the GGSN.

The PDF receives the response from the BCF, containing the information that the requested QoS can be guaranteed, that
only lower QoS can be guaranteed, or that no QoS can be guaranteed.

Finally, the PDF shall send the authorization decision to the GGSN containing the QoS negotiated with the external IP
network. Thisinforms the UE about the QoS available on the end-to-end path for the concerned flow(s).

Editor's Note: It is FFS how to signal to the UE that no QoS can be guaranteed, e.g. the QoS class could be reduced
to the lowest value indicating best effort.

If, during the established session, the BCF detects that the negotiated QoS cannot be maintained in the external IP
network (link failure, congestion ...) for some of the media flows, the BCF reports the information to the PDF. The
PDF sends an unsolicited authorization decision to the GGSN that triggers a GGSN initiated bearer modification. This
informs the UE about the fact that the QoS is decreased or even no more guaranteed for the concerned flow(s).

When the PDF received update or revoke request from the AF, the PDF shall send the appropriate update and revoke
request to the GGSN and the BCF if needed. The original resource may be modified or released.

Editor's Note: The static configuration mechanism may only work with a single BCF. Other mechanisms to select
BCF are FFS. Thisincludes selecting BCF in an external |P network with multiple BCFs.
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6.1.3 Procedures in the feedback based call admission control on-path
model

6.1.3.1 General

As part of session establishment, the current congestion condition of the external backbone | P network shall be obtained
by the media function (e.g. GGSN or another node in the IMS core).

The congestion condition indication is then provided to the CAC function which could be allocated to the media
function (e.g. GGSN, MRF) or to another IMS core node (e.g. PDF).

6.1.3.2 Procedures for feedback based call admission control with continuous
monitoring
6.1.3.2.1 Overview

There are two main procedures for the Feedback based Call Admission Control:
- provision of the feedback of the resource situation in the network;
- doing call admission control based on the collected information.

Two optional procedures can also be used in connection to this model:
- monitoring support in intermediate domains,

- providing feedback for rate control in case of persistent congestion.

6.1.3.2.2 Provision of feedback on resource situation

This feedback procedure is run continuously and it is done independently of any particular session. That is, packets
from any session can be used to carry information on the resource situation.

Destination Media function
application ) . Source
CAC Edge | | [ Edge Core Edge| | [Edge application
-r-7 Lfunction] [----1 router [~~~ router |~~~ Router [ 7.~ ~ T router |~ 7] router [ =77
SLA SLA
1. Send EF marked
2-Foward pkt 1P packet
é' Forward pkt Remark to EF’
*-Forvard pkt Remark to EF’ if needed
q2-Fowardpkt | Remark to EF’ if needed
w- Remark to EF if needed
- 7. Forward EF Remark to EF] if needed
- marked pkt if needed

Figure 6.1.3.2.2.1: Provision of feedback on resource situation

1) AnIP packet issent from the source application. The packet is Diff Serv marked for guaranteed QoS, e.g. with
Expedited Forwarding (EF).
The packet is received by an edge router. The edge router is configured with a policing function that remarks
packets - that are out of a preconfigured traffic profile (token bucket rate and size) for a corresponding flow
aggregate - to provide indication of potential resource limitation to the Media function. The traffic profile can be
set according to an engineered bandwidth limitation based SLAs or a capacity limitation of specific links.
Indication is generated before actual congestion is reached. Out-of-profile packets are marked to a second DSCP
(denoted in this example as EF) that is associated with EF.
The traffic profile of this policing function should be lower than the bandwidth agreed in the SLA or bandwidth
available for EF traffic on links. The difference between the two profiles provides an interval where feedback on
resource limitation is already sent but actual resource limitation is not reached, which allows Media function
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2)

3)

4)
5)
6)

7)

nodes to interpret the feedback and block new calls before reaching congestion.
The remarked packet is forwarded to next node.

The packet is received by the edge router of the next domain (new DiffServ domain and new backbone operator).
The next operator may have a different Diff Serv mapping scheme, so remarking EF' packets to another DSCP
may be necessary (packets are still denoted by EF' in the figure). Same policing function as described in 1. could
be executed by this edge router too. That is, if congestion is experience by this edge router then EF packets could
be remarked to EF' in this node too.

The packet is forwarded towards the destination.

A corerouter receives the packet.

It forwards the packet towards its destination using the scheduling queue indicated by the DSCP in the packet.
The DiffServ scheduler in routers are configured to use the same queue for packets marked with the original
DSCP (EF) and with the DSCP indicated resource limitation (EF'). These routers may implement policers to
remark packet so as edge routers. However, configuring policing function is not necessary in core nodes if
resource provisioning is solved within the domain with another method than feedback based admission control
(e.g. traffic engineered tunnels, overprovisioning).

The packet is received by an egress edge router. Procedures are the same asin step 1.
The packet isreceived by an ingress edge router. Procedures are the same asin step 2.

The remarked packet is received by the media function holding a Call Admission Control function. The amount
of remarked packets (EF') is counted in this node to provide the basis of call admission decisions for new flows.
Amount of remarked packetsis counted separately for flow aggregates, which are defined by source IP address
ranges.

Note that the size of the aggregates should be selected such that | P addresses belonging to different routes within
the inter-domain backbone IP network should belong to different aggregates. On the other hand, the size of
aggregates should preferably be large enough to ensure that new calls belong to aggregates where ongoing calls
provide feedback for admission control decision.

Configuration of aggregates could be made easier by using automatic aggregate creation based on a default
prefix value (or a set of default prefix values for different 1P address ranges). The automatic operation would
mean that whenever a packet is received with source | P address that do not belong to any aggregate for which
remarking measurement is ongoing, then a new aggregate is created with the size of the default prefix value.

The packet is marked back to the original EF class and forwarded towards its destination.
Note that additional 1P routers, DiffServ domains and Media functions may reside between the given Media
function and the destination.

NOTES:

The provision of feedback on resource situation as described in figure 6.1.3.2.2.1 and in the text above, is
done bi-directional. The figure only shows one direction, The call admission control isdone in the
destination or receiving ends of each uni-directional path.

A domain that does not support DiffServ or does not support marking for providing feedback information
should convey DSCP information without any modification.

A domain that applies tunnelling techniques (MPLS or I P tunnel) and does not support marking for
providing feedback information should use the DiffServ marking of the inner header when the header of
the tunnel is removed.

A domain that applies tunnelling techniques (MPLS or IP tunnel) and does support marking for providing
feedback -information to Media functions should set the outer header at the entry of the tunnel based on
the DSfield of the IP packet (i.e. in MPLS, EF of EF' should be mapped to different EXP codepoint
(Experimental field of MPLS header); and in IP, EF or EF should be written to DS field of outer header)
and map the outer header to the DS field of the IP packet at the end of the tunnel.

6.1.3.2.3 Performing Call Admission Control based on resource situation

The mediafunction (e.g. GGSN, MRF) receives arequest to establish a media path. As part of the procedure, the media
function obtains the IP address for the requested source (e.g. as afilter from the PDF, in aH.248 request, etc). The
media function uses this IP address to check the resource situation along the path between source and the media
function.
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As afirst step the admission control looks for an aggregate that includes the source | P address of the new flow.

If a corresponding aggregate is found and the current frequency of remarked packets for the aggregate is higher than a
preconfigured threshold, then the path in the network for the new flow is considered close to, or at its maximum limit.
Hence the request to setup the media path is rejected. If the remarking rate is below the preconfigured limit then the
flow is admitted.

If no corresponding aggregate is found then the flow is admitted. Proper provisioning (difference between traffic profile
for remarking and total agreed traffic profile in SLAs) should make possible to admit calls in these situations. By proper
sizing of the aggregates the probability of this situation should be minimized.

Note that admission control decision is aways related to the upstream part of the end-to-end path. That is, Media
function decides on resource availability along path from the source. In the case of bi-directional flows, two Media
functions are required: one in the source and another one in the destination domain.

Remarking and the usage of the feedback information shall be done separately for each DiffServ class. It may be done
only for high prioritized traffic, e.g. EF marked traffic, or for several or al used classes. Typically it isonly done for EF
marked traffic. This separation ensures that high priority traffic is admitted even if there is a congestion situation for
low priority traffic along the path.

6.1.3.2.4 Monitoring support in inter-mediate domains

Support of this method should not be monitored on a per-call basis. Monitoring on a per-route basis (i.e. route in the
transit part of the end-to-end path) is sufficient, that should be done in the management layer.

Whether or not inter-mediate domains convey feedback information can be monitored by sending EF' marked packets
regularly but at avery low rate. In that case, a completely zero rate of EF' packets means that inter-mediate networks do
not convey remarking information.

Another means to check this capability isto send ping packets with EF' field (to be configured via pingCtIDSField
management object, see RFC 2925 [10]).

6.1.3.2.5 Providing feedback for rate control in case of persistent congestion

In parallel to blocking new calls, Media functions could also send notification to ongoing sessions to enforce rate

control when remarking rate of a given aggregate exceeds a preconfigured threshold.

6.1.3.3 Procedures for feedback based call admission control with RT-ECN probing
and continuous ECN monitoring

6.1.3.3.1 General

RT-ECN probe packets are sent as part of every call setup in order to check for congestion in the bearer path. RT-ECN
probe packets are only sent during call setup and until the call is answered or aborted in order to check for route
congestion. After call setup, route congestion is checked by continuous ECN monitoring of media packets.

For GPRS it is envisaged that RT-ECN probes will be sent between the caller's and the callee's GGSN. For GPRS,
congestion in the access network is already controlled via standard GPRS QoS mechanisms.

For non GPRS it is envisaged that RT-ECN probes will be sent between the caller's and the callee's terminal (UE). For
non GPRS access networks where the access network's QoS mechanisms can be used to reach the caller's/callee's
terminal (UE) the RT-ECN probe can aternatively be sent between the caller's and callee's Gateway (GGSN
equivalent).

For GPRS to non GPRS calls (and vice-versa) it is envisaged that the RT-ECN will be sent between the caller's GGSN
and the callee'sterminal (UE) or between the caller's GGSN and the callee's Gateway (GGSN equivalent).

Note: GPRSisthe only IP-CAN currently in scope of TS 23.207 [4].

The ECN indications (in the I P header within the TOS byte) provided by the external backbone IP network shall be
used to indicate current congestion conditions in the backbone IP network.
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All packets marked with that DSCP and ECN capable will be measured and marked according to the congestion level.
The marking of packets with RT-ECN does not care what session and what kind of packet it is. The RT-ECN router
marking process just looks at the DSCP, the ECN capability and the traffic levels when deciding whether to mark the
ECN field. This means that ECN marking can provide feedback based congestion information continuously during a
session aswell as at call setup time.

For GPRS, a check for available resource in Backbone Network using RT-ECN probe can be an additional step in the
GGSN before the UE-to-UE flow related to a specific PDP-Context is allowed and charged for. The CAC functionality
will need to be integrated to the PDP-Context processing in the GGSN wrt Gating function and its interface to the
CSCF functions.

For non GPRS, a check for available resource (end to end) using RT-ECN can be an additional step in the call setup
procedure of the UE's or Gateway (GGSN equivalent).

Note: GPRSisthe only IP-CAN currently in scope of TS 23.207 [4].
Continuous monitoring of congestion can provide atrigger for reactive measures.

Each domain (intermediate P network) must engineer how much Vol P traffic it wants to handle (thisis governed by its
business, how much Vol P hasit charged its customers for, how many VolP SLA it has made with its peering domains,
etc). So each domain will have its own settings for the RT-ECN traffic levels.

One domain's RT-ECN traffic level DOES NOT need to be the same as another domain's. And most likely they are
totally different. When setting the RT-ECN traffic level, the largest possible AF session and the likelihood of multiple
simultaneous requests for AF sessions should be taken into consideration such that congestion should not occur.

6.1.3.3.2 Procedures in the GGSN

As part of session establishment to a GPRS connected UE, the current congestion condition of the external backbone IP
network shall be obtained by sending a RT-ECN probe packet from the caller's GGSN, over the Gi interface, to the
callee's GGSN using the callee's IP address. The terminating GGSN intercepts the RT-ECN probe packet and responds
with the current congestion condition.

Note: The choice of transport protocol for the RT-ECN probe packet needs to consider the monitoring of incoming
packets at the GGSN for detecting the RT-ECN probe packet. In this respect the choice of RT-ECN probe transport
protocol shall not lead to alarge processing impact to the GGSN.

For callsto anon GPRS connected UE, the current congestion condition of the external backbone IP network and
terminating access network shall be obtained by sending a RT-ECN probe packet from the caller's GGSN, over the Gi
interface, to the callee's UE using the callee's | P address and port number. The UE or terminating Gateway responds
with the current congestion condition.

Note: GPRSisthe only IP-CAN currently in scope of TS 23.207 [4].

The congestion condition indication (ECN marking) that is returned can be used for making application flow admission
control decisions. The result of this admission control decision isthen provided to the UE using existing GPRS
signaling.

Continuous monitoring of congestion at the GGSN can provide atrigger for reactive measures.

7 Message flows

Editor's Note: This section will describe the message flows between functional elements contained in the different
enhanced E2E QoS architectures.

7.1 Message flows for the off-path IP QoS model

Editor's Note: The proceduresin this section should be aligned with PCC [i.e. TR 23.803] onceit is finalized.
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7.1.1  Authorize QoS resources, AF session establishment
Same as6.3.1in TS 23.207 [4].

7.1.2 Authorize QoS resources, bearer establishment

This section provides the flows for bearer establishment, resource reservation and policy control with PDP Context
setup and external network inter-working.

The following figure is applicable to both the Maobile Originating (MO) side and the Mobile Terminating (MT) side.

PDF AF BCF

(D REQ (2) Auth Req

\ 4

(4) Authorize
QoS resource

(5) Gu bearer resource request

\ 4

(6) Gu bearer resource allocation ack

A

(7) DEC

A

(8) RPT

\ 4

Figure 7.1.2.1: Authorize QoS resources, bearer establishment

1) The GGSN sends a REQ message with the Binding Information to the PDF in order to obtain relevant policy
information.

2) A PDF generated authorization token enables the PDF to identify the authorisation status information. If the
previous PDF interaction with that AF had requested this, or if the previous interaction with the AF did not
include service information, the PDF sends an authorisation request to that Application Function.

3) The AF sends the service information to the PDF.

4) The PDF shall authorize the required QoS resources for the AF session if the session description is consistent
with the operator policy rules defined in the PDF, and install the IP bearer level policy initsinternal database.
Thisis based on information from the Application Function.

5) The PDF sends arequest for QoS resources of the external |P network to the BCF with service information,
which may include session description information based on the AF session signalling.

6) The PDF will receive the result of allocation resources from the BCF.

7) The PDF sends a DEC message back to the GGSN.
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8) The GGSN sends a RPT message back to the PDF, which may aso trigger a report message to be sent from the
PDF to the AF.

7.1.3 Enable media procedure

Same as 6.3.3in TS 23.207 [4].

7.1.4 Disable media procedure

Same as 6.3.4in TS 23.207 [4].

7.1.5 Revoke authorization for GPRS and IP resources

GGSN PDF AF BCF

() Trigger

(2) Ga Revoke

<

(3) Gu bearer resourge release

A 4

(4) Gu bearer resourge release

<

(5) DEC

€

(6) Disable the use of
authorized QoS resource

(7) Delete PDP CQontext
44—
(8) DRO

\ 4

(9) Ga Revoke

Figure 7.1.5.1: Revoke authorization for GPRS and IP resources

1) AF session signaling message exchanges for e.g. AF session release or internal action at the AF triggers the need
to revoke the authorization.

2) The Application Function sends a message to the PDF to indicate the revocation.
Note: Steps 3 and 5 may be initiated in parallel.

3) The PDF sends a bearer resource rel ease request message to the BCF to release the resources of the external
network.

4) The BCF responses with a bearer resource release ack message to the PDF.
5) The PDF shall send a DEC (Decision) message containing revoke command to the GGSN.
6) The GGSN receives the DEC message, and disables the use of the authorized QoS resources.

7) The GGSN initiates deactivation of the PDP context used for the AF session, in case the UE has not done it
before.
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8) Upon deactivation of the PDP Context, the GGSN sends a DRQ (Delete Request State) message back to the
PDF.

9) The PDF indicates the successful execution of the revoke indication.

7.1.6 Indication of PDP context release

GGSN PDF AF BCF

(1) Delete PDP Context Reauest

(2) DRO
(3) Gu bearer resource release R
(4) Gu bearer resource release
(5) Garemoval
(6) Delete PDP Gontext
4—

Figure 7.1.6.1: Indication of PDP context release

1) The GGSN receives a Delete PDP Context request for the PDP context related to the media flow.
2) The GGSN sends a DRQ message to the PDF.
Note: Steps 3 and 5 may beinitiated in parallel.

3) The PDF sends a bearer resource release request message to the BCF to release the resources of the external
network.

4) The BCF responses with a bearer resource release ack message to the PDF.
5) The PDF indicates the bearer removal to the AF.

6) The GGSN sends the Delete PDP Context Response message to the SGSN to acknowledge the PDP context
deletion.
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7.1.7 Authorization of PDP context modification

GGSN PDF AF BCF
(1) Undate PDP Context Reauest
(2 REO
| _ (3) Ga authorization
(4) Ga ack
4 ________________
| _ (5) Gu bearer resour¢e undate reauest N
. (6) Gu bearer resour¢e undateack ___ _ ___ |
(7Y DEC
(8) RPT R
(9) Ga result
(10) Undate PDH Context Resnonse  [--------------- >

Figure 7.1.7.1: Authorization of PDP context modification

1) A request to modify the PDP context related to the mediaflow isindicated by sending the Update PDP Context
Request message to the GGSN.

2) The GGSN sends a REQ message to the PDF. If the GGSN has sufficient information to authorize this PDP
context modification request, then the GGSN does not send a REQ message to the PDF.

3) The PDF may send an authorization request to the Application Function. This may be the case if thiswas
requested from the AF at initial authorisation, and if PDF requires more information from the AF before
authorising the network resources modification.

4) The AF shall send service information for authorization of the bearer modification.

5) The PDF sends a bearer resource update request message to the BCF to update the resources of the external
network if necessary.

6) The BCF responses with a bearer resource update ack message to the PDF.

7) The PDF receives the REQ message, notes the requested modification and informs the GGSN of the
authorization decision.

8) The GGSN sends a RPT message back to the PDF.

9) In casethe PDF had contacted the AF in step 3), then the successful installation of the decision is reported to the
AF.

10) If the PDF accepted the modification, the GGSN sends the Update PDP Context Response message to the SGSN
to acknowledge the PDP context modification.
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7.1.8 Indication of PDP context modification

Same as6.3.7in TS 23.207 [4].

7.1.9 Update authorization procedure

GGSN

PDF

AF

(1) Trigger

(2) Auth Undate

<
<

(3) Update authorization

(6) DEC

(7\Update Ack

(4) Gu bearer resource undate
————————————————— |————————————————>

(5) Gu bearer resource undate ack

3GPP TR 23.802 V1.0.0 (2005-05)

BCF

Figure 7.1.9.1: Update authorization procedure

1) The AFistriggered to give updated service information to the PDF (e.g. as aresult of the modification of the
session at session control level).

2) The AF givesthe updated service information to the PDF.

3) The PDF updates the authorization for the session if the session description is consistent with the operator policy
rules defined in the PDF. In case the session modification requires enhancing the reserved resources, the PDF
may decide not to send an updated decision authorizing the enhanced QoS to the GGSN, but would rather wait
for a new authorization request from the GGSN.

4) In case the session modification affects the authorized resources, the PDF sends the resource update request
message to the BCF if necessary.

5) The BCF responses with a resource update ack message to the PDF.

6) In case the session modification affects the authorized resources, the PDF sends a DEC message to the GGSN to
enforce authorization according to the session modification. The GGSN updates the authorization. If the QoS of
the PDP context exceeds the updated authorized QoS and the UE does not modify the PDP context accordingly,
the GGSN shall perform a network initiated PDP context modification to reduce the QoS to the authorized level.
The GGSN sends a RPT message back to the PDF.

7) The PDF sends an acknowledgement to the AF.
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7.2 Message flows for the on-path IP QoS model

Editor's Note: It is FFS.

8 Security aspects

Editor's Note: This section will describe the security aspects that may need to be considered when providing E2E
QoS across networks not managed by 3GPP operators.

Editor's Note: The security of on-path and off-path model s needs to be explored in more detail or possibly removed
from this technical report.

8.1 Security aspects for the off-path model

The PDFs may authenticate with the BCFs mutually using authentication information in the SLA endorsed between
those entities when signalling connection being established between them to improve the security.

The signalling for IP QoS is out-of-band and path-decoupled, which can be delivered on the dedicated link to avoid the
influences of the media flows.

Logical Bearer Network (LBN) may be planed and configured to separate real time service (voice and video service
etc.) flows from Internet data traffics in the external 1P network.

9 Charging aspects

Editor's Note: This section will describe the charging aspects that may need to be considered when providing E2E
QoS between operators and networks not managed by 3GPP operators.

10 Conclusions and recommendations

Editor's Note: This section will contain the conclusions and recommendations, if any, from this study.
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Annex A (informative):
QoS conceptual models

A.l Scenarios

These scenarios give examples of concatenating QoS mechanismsin different parts of the network which together can
deliver an end-to-end QoS when UMTS network interacts with the external | P network. These scenarios are not
intended to describe the details of the interworking between the QoS mechanisms.

The scenario assumes that the GGSN supports label edge router (LER) functions, and the backbone | P network is
MPLS enabled. The UE may either provide an |P BS Manager or not.

The application layer (e.g. SIP/SDP) between the end hosts identifies the QoS requirements. The QoS requirements
determined from the application layer (e.g. TS 23.228 [2] describes interworking from SIP/SDP to QoS requirements)
are mapped down to PDP context parametersin the UE.

In this scenario, the control of the QoS over the UMTS access network (from the UE to the GGSN) may be performed
either from the terminal using the PDP context signaling, or from the SGSN by subscription data.

The IP QoS for the downlink direction is controlled by the remote terminal up to the GGSN which may use the service
based policy decided by the PDF or the TFT.

The end-to-end QoS is provided by alocal mechanism in the UE, the PDP context over the UMTS access network,
MPLS L SP through the backbone I P network, and the same mechanism in the remote access network in the scenario
shown in the figure below. The GGSN provides the interworking between the PDP context and the MPLS LSP
function. However, the interworking may use information about the PDP context which is established, or be controlled
from static profiles, or dynamically through other means such as proprietary HT TP based mechanisms. The UE is
expected to be responsible for the control of the PDP context, but this may instead be controlled from the SGSN by
subscription.
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Figure A.1.1: QoS Control Based on Independent Resource Control of IP Backbone Network

NOTES:

- The solid horizontal lines indicate the mechanism that is providing QoS for the flow of datain the
direction indicated.

- The dashed horizontal lines indicate where QoS control information is passed that is not directly
controlling the QoS in that link/domain.

- The arrows on the horizontal lines indicate nodes that receive information about QoS from that
mechanism, even if that mechanism is not used to control the QoS over that link/domain.

- The solid vertical lines indicate interworking between the different mechanisms.
- In the figure, the term RAP refers to the Remote Access Point, and RUE is the Remote UE.

The TFT and UMTS QoS profile determines the QoS applicable over the UMTS access. However, the configuration of
the TFT or SBP may use the QoS profile to select the Diffserv, so there may be interworking between MPLS L SP flow
and the PDP Flow viathe TFT filters.
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Annex B (informative):
Examples of QoS provisioning schemes

B.1  Description of QoS provisioning schemes

B.1.1 General

The IP technology supports a flexible scheme to provision QoS. Many different provisioning schemes are possible and
have been described to try to solve the QoS problem. QoS provisioning is done in each domain along the end-to-end
path. The overall goal isto meet a specific contract (e.g. in terms of bitrate, delay, jitter) in delivering a stream of |P
packets from one host to another over multiple IP domains. This description triesto give an overview over the most
accepted QoS provisioning schemes. It should be noted that some of these provisioning schemes are aready deployed
in commercial service provider networks (e.g., over-provisioning, DiffServ based provisioning).

B.1.2 Functionality of the application node to backbone interface

The possible QoS methods can be categorized according to the required functionality at the application node to
backbone interface. Forwarding of | P packets is a mandatory functionality of the IP backbone network, but additional
control functions can support QoS provisioning. Control functions must be supported on the both sides of the
application node to backbone interface. For example, assume that | P backbone network supports some kind of resource
reservation protocol then this functionality can only be used if the application node part also supportsit, i.e. the
application node should be able to request resources from the backbone network and it should be able block new
sessionsif there are no available backbone resources.

Possible information exchange methods between application node and | P backbone network are:

- no information exchange exists. Neither IP level resource reservation nor marking of user plane IP packetsis
used;

- indirect control information is provided from the backbone to the application node via marking user plane IP
packets (ECN, DSCP field marking);

- explicit control function: resource reservation protocol for traffic aggregates; and

- explicit control function: per-flow resource reservation.

Information exchange methods can a so be possibly combined for optimal performance.

B.1.3 Over-provisioning

Application node No traffic limitation in client node Application node
Application Application
IP layer IP layer

Figure B.1.3.1: Over-provisioning
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Over-provisioning uses the connection model described in subclause 5.2.3.

The over-provisioning model of ensuring QoS can work in networks with alow fraction of real-time traffic. An over-
provisioned network has a performance monitoring driven provisioning, re-dimensioning and extension of the network.
The network/path or link is extended when the utilization is reaching a certain level. There isno need to limit the traffic
in the application nodes. A well-managed and over-provisioned network should never be overloaded. However, un-
expected network conditions may require additional QoS mechanisms to be handled in an appropriate way.

The advantage with over-provisioning isthat it is simple— it is the Internet model. The drawbacks are that over-
dimensioning is needed, which may result in lower resource utilization. Another drawback is that over-subscription by
someone will affect everyone.

With an end-to-end view on QoS where often several network domains are involved, over-provisioning should have a
role for ensuring QoS in sub-networks within different domains, rather than as a model ensuring it end-to-end.

B.1.4 Static provisioning

Application node Traffic limitation due to client node's CAC Application node
Application Application

CAC CAC
1P layer 1P layer

Figure B.1.4.1: Static provisioning

Static provisioning uses the connection model described in subclause 5.2.3.

A Cal Admission Control (CAC) function resides in the application part of the application node. The network
dimensioning is based on the maximum limits in the application node, i.e. the transport demand of each application
node is limited.

In the single operator case, traffic limits of application nodes are considered at dimensioning to avoid congestion in the
network, i.e. links are dimensioned to have enough capacity to carry the limited traffic without congestion.

In amulti-domain IP backbone network (see Figure B.1.4.1), operator domains are dimensioned separately. The main
task is to derive maximum limits for inter-domain links based on limitations of application nodes (and then the single-
domain dimensioning method can be used).

B.1.5 End-to-end measurement based admission control

Application node Application node

Application Application
MBAC MBAC
1P layer 1P layer
IP user plane IP user plane

Figure B.1.5.1: End-to-end MBAC
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E2E MBAC uses the connection model described in subclause 5.2.3.

Admission control isimplemented in the application part of the application nodes, illustrated as"MBAC" entity in
figure B.1.5.1. The admission control uses measurement on the payload traffic to predict the availability of bandwidth
in the network.

In the multi-domain case (see Figure B.1.5.1), the application of MBAC can be problematic if the MBAC uses
measurement on the payload traffic that is for other purposes or if it is not supported by some operator via the path.

B.1.6 Bandwidth broker

Application node Application node

Application Application
Application
app. control —— app. control k-~
I' \\‘
. }
IP layer L IP layer /"
IP control plane ] _-» 1P control plane |§&”
IP user plane IP user plane

Figure B.1.6.1: Bandwidth broker (BB)

Bandwidth Broker uses the connection model described in subclause 5.2.4 or 5.2.2, depending on if resource requests
areinitiated from the application node itself or from a policy function external to the application node.

The Bandwidth Broker (BB) solution for QoS, comprises a centralized admission control server for QoS instead of
admission control functionality in the network or application nodes. Admission control is made "off-path" e.g. outside
the backbone network. BB can use knowledge of routing to better predict the link-load on the links in the backbone
network.

In inter-domain case (see Figure B.1.6.1), the communication of BBs of domains along the path isrequired. That is,
operators involved in the end-to-end backbone service have to be known in advance because this knowledge is required
to allocate resources along the path. All changes in the inter-domain routing have to be taken into account in this
solution to avoid inconsistency (the path of involved BBs are different from the actual path of the IP traffic).

Editor's Note: The term Bandwidth Broker might not be the final term. If another term such as BCF or Resource
Manager is more adequate is FFS.

B.1.7 Signalled provisioning

Application node Application node

Application Application
CAC . CAC '\\’
; -

IP layer 2
“=-[ res. reservation |

IP user plane

Figure B.1.7.1: Signalled provisioning

Signalled provisioning uses the connection model described in subclause 5.2.4.

A dynamic and protocol driven admission control in the backbone network is the provisioning scheme showed in figure
B.1.7.1 above. In inter-domain case, all domains have to support the applied signaling protocol.
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The well known signalling protocol RSV P isfor example described in RFC 2205 [6], RFC 2209 [7] and RFC 2210 [8].
There have been several areas of concern about the wide-scale deployment of RSVP. Thisisdiscussed in RFC 2208
[15]. A way to try to overcome these issues by using a single RSV P reservation to aggregate other RSV P reservations
across a backbone | P network or transit routing region is described in RFC 3175 [16]. Thereis also work in progress on
RSV P aggregation over MPLS TE Tunnels[17].

A recent initiative within IETF isNSIS (Next Stepsin Signaling). Intention is to standardize an 1P signaling protocol
with QoS signaling as the first use case. Focus will be on atwo-layer signaling paradigm and re-use, where appropriate,
the protocol mechanisms of RSV P, while at the same time simplifying it and applying a more general signaling model.
For the latest output from the working group see [19], [20], [21] and [22].

B.1.8 Feedback based provisioning

Application node Application node
Marking
Application (e'g' ECN) Application

CAC/rate-modification |y

IP layer -1
o IP control plane |

IP user plane

CAC/rate-modification [fe-.__

1P layer -
IP control plane
IP user plane A

Figure B.1.8.1: Feedback based provisioning

Feedback based provisioning uses the connection model described in subclause 5.2.4.

The feedback-based solution relies on congestion indication from the network and the application node reacts with rate-
adaptation of the traffic source or with call blocking. One such method could be the use of Datagram Congestion
Control Protocol (DCCP - unreliable UDP with congestion control) and AMR. For more information on DCCP, please
refer to work in progress[23].

In inter-domain case (see Figure B.1.8.1), all domains have to support the congestion indication functionality including
aso the inter-domain connections. See RFC 3168 [14] for further description of Explicit Congestion Notification. There
is also recent work in progress on how the usage of ECN markings for real-time flows that use UDP [18].
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Foreword

This Technical Report has been produced by the 3" Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal
TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an
identifying change of release date and an increase in version number as follows:

Version x.y.z
where;
x thefirst digit:
1 presented to TSG for information;
2 presented to TSG for approval;
3 or greater indicates TSG approved document under change control.

y thesecond digit isincremented for al changes of substance, i.e. technical enhancements, corrections,
updates, etc.

z thethird digit isincremented when editorial only changes have been incorporated in the document.

Introduction

The exclusive usage of QoS mechanisms as described in 3GPP TS 23.207 [4] is not enough to guarantee full end-to-end
QoS when interworking with external 1P network domains and backbone networks which do not themselves contain
IMS network elements. Thisis mainly because the described QoS concept presumes that the interconnecting | P
networks are controlled by PLMN operators or other IMS operators. Asaresult, it is problematical to provide complete
end-to-end QoS guarantees when interworking with external |P network domains or backbone networks which provide
I P QoS mechanisms.

Especially for delay-sensitive services with strict end-to-end QoS requirements such as conversational speech or
streaming video, the existing QoS concept may not satisfy the service requirements when interworking with such IP
network domains and backbone networks. Consequently, new QoS concepts that are scalable and can take into account
overall end-to-end network performance must be assessed.

3GPP
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1 Scope

The present document investigates possible solutions to enhance the end-to-end QoS architecture as currently specified
in 3GPP TS 23.207 [4] to achieve improved end-to-end QoS in the case of interworking with | P network domains or
backbone networks that provide 1P QoS mechanisms and enhanced interworking with other next generation networks.
Within thistechnical report, emerging QoS standardization efforts from TISPAN, ITU-T, and the IETF should be taken
into account.

2 References

The following documents contain provisions which, through reference in thistext, constitute provisions of the present
document.

« References are either specific (identified by date of publication, edition number, version number, etc.) or
non-specific.

» For aspecific reference, subsequent revisions do not apply.

e For anon-specific reference, the latest version applies. 1n the case of areference to a 3GPP document (including
aGSM document), a non-specific reference implicitly refers to the latest version of that document in the same
Release as the present document.

[1] 3GPP TR 21.905: "Vocabulary for 3GPP Specifications'.
(2]

sabsystem%age%BGPP TS23.228: "| P Multimedia Subsvstem (M S)"

[3] 3GPP TS 23.107: "Quality of Service (QoS) concept and architecture”

[4] 3GPP TS 23.207: "End-to-end Quality of Service (QoS) concept and architecture"

[5] RFC 1633: "Integrated Servicesin the Internet Architecture: an Overview".

[6] RFC 2205: "Resource ReSerVation Protocol (RSVP)".

[7] RFC 2209: "Resource ReSerV ation Protocol (RSVP) Message Processing Rules'.

(8] RFC 2210: "The Use of RSVP with IETF Integrated Services'.

[9] RFC 2475: "An Architecture for Differentiated Services".

[10] “REC 2925: "Definitions of
Manaqed Ob| ectsfor Remote Pi nq, Traceroute and Lookup Operations”.

[171] RFC 2748: "The COPS (Common Open Policy Service) Protocol".

[12] RFC 2750: "RSVP Extensions for Policy Control".

[13]

Draft draft ietf- tsqu d|ffserv servmeclamcroo txt, "Conflquratlon Gwdellnesfor DiffServ

Service Classes, Transport Area working group draft; February 11, 2005".

[14] RFC 3168: "The Addition of Explicit Congestion Notification (ECN) to IP".

[15] RFC 2208: "Resource ReSerV ation Protocol (RSVP) Version 1 Applicability Statement. Some
Guidelines on Deployment”.

[16] RFC 3175: "Aggregation of RSVP for IPv4 and IPv6 Reservations'.

[17] Internet Draft: draft-lefaucheur-rsvp-dste-8002.txt, " Aggregation of RSV P Reservations over

MPLS TE/DS-TE Tunnels, February 20053uly,-2004" .
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[18] Internet Draft: draft-babiarz-tsvwg-rtecn-6103.txt, " Congestion Notification Process for Real-Time
Traffic, February 18, 2005Jduhy-18,-2004".

[19] Internet Draft: draft-ietf-nsis-fw-0607.txt, "Next Stepsin Signaling: Framework, Next Stepsin
Signalting working group draft; November 1, 2004Jduly-5-2004".

[20] Internet Draft: draft-ietf-nsis-qos-ndp-0406.txt, "NSLP for Quality-of-Service signaling, Next
Steps in Signalting working group draft; February 20, 20053uhy-19,-2004" .

[21] Internet Draft: draft-ietf-nsis-ntlp-0305.txt, "GIMPS: General Internet Messaging Protocol for
Signaling, Next Steps in Signalting working group draft; February 21, 20053uhy-19,-2004",

[22] Internet Draft: draft-ietf-nsis-qspec-0003.txt, "QoS-NSLP QSpec Template, Next Steps in
Signalting working group draft; February 2005September;-2004" .

[23] Internet Draft: draft-ietf-dccp-spec-6711.txt, "Datagram Congestion Control Protocol (DCCP);
March 10, 2005Juhy-18,-2004".

[24] ITU-T Y.1291: "An architectural framework for support of quality of service (QoS) in packet
networks".

[25] ITU-T H.360: "An architecture for end-to-end QoS control and signalling".

[26] MSF M SF-TR-Qo0S-001-FINAL: "Quality of Service for Next Generation Voice Over IP
Networks".

[27] RFC 2747: "RSV P Cryptographic Authentication”.

[28] RFC 3260: "New Terminology and Clarifications for Diffserv".

[29] RFC 2752: "ldentity Representation for RSVP".

[30] RFC 2872: "Application and Sub Application Identity Policy Element for Use with RSV P".

[31] Internet Draft: draft-ietf-nsis-rmd-01.txt, "RMD-QOSM - The Resource Management in Diffserv
QoS model, Next Stepsin Signaling working group draft; February 15, 2005".

[32] RFC 3346: "Applicability Statement for Traffic Engineering with MPLS".

Editor's Note: References may need to be removed if not required and other references may need to be added if

required.
3 Definitions and abbreviations

3.1 Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and 3GPP TS 23.207
[4] and the following apply.

Admission administrative domain: The Admission administrative domain defines a set of bearer devices and
gateways whose resources and routes are managed. One example could be the BCF.

IP-CAN: A general term of 1P Connectivity Access Network. It includes GPRS, I-WLAN and also other type of |P-
CAN which may be defined in 3GPP.

Off-path IP QoS control: An P QoS control method, also may be called Path-decoupled | P QoS control in which QoS
signalling messages are routed through nodes that are not assumed to be on the data path.

On-path IP QoS control: An IP QoS control method, also may be called Path-coupled | P QoS control in which QoS
signalling messages are routed only through the nodes (i.e. GGSN or routers) that are on the data path.
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Editor's Note: Definitions may need to be removed if not required and other definitions may need to be added if

2

ABCF
AF
AMR
APN
BCF
BGP
BR
CAC
COPS
DCCP
Diffserv
DSCP
E2E
ECN
ER
GERAN
GGSN
HTTP
IMS
Intserv
IP-CAN
LAN
LDP
LSP
MBAC
MPLS
NSIS
PDF
PEP
PHB
QoS
RNC
RSVP
SDP
SIP
SNMP
TFT
TR

*

required.

Abbreviations

Access Bearer Control Function
Application Function

Adaptive Multi Rate (*)

Access Point Name (*)

Bearer Control Function
Border Gateway Protocol
Border Router

Call Admission Control

Common Open Policy Service protocol
Datagram Congestion Control Protocol

Differentiated Services

Diffserv Code Point

End-to-End

Explicit Congestion Notification
Edge Router

GSM EDGE Radio Access Network (*)

Gateway GPRS Support Node (*)
Hyper Text Transfer Protocol (*)

IP Multimedia Subsystem (*)
Integrated Services

I P-Connectivity Access Network (*)
Local Area Network (*)

Label Distribution Protocol

Label Switching Path

M easurement Based Admission Control

Multiprotocol Label Switching Architecture

Next Stepsin Signaling

Policy Decision Function

Policy Enforcement Point

Per Hop Behaviour

Quality of Service (*)

Radio Network Controller (*)
Resource ReserVation Protocol (*)
Session Description Protocol (*)
Session Initiation Protocol (*)

Simple Network Management Protocol (*)

Traffic Flow Template (*)
Transit Router

This abbreviation is contained in 3GPP TR 21.905 [1].

Editor's Note: Abbreviations may need to be removed if not required and other abbreviations may need to be added

if required.

4

General requirements

Editor's Note: This section will describe the general requirements for enhancing the E2E QoS concept described in
3GPP TS 23.207 [4] from atechnical and architectural point of view.
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4.1

Enhanced requirements for end-to-end QoS

The end-to-end QoS interworking architecture shall support the provision of guaranteed end-to-end QoS in case
all affected backbone and access networks are able to guarantee QoS.

The end-to-end QoS interworking architecture shall be able to handle the case that a backbone network or the
access network of the other endpoint does not guarantee QoS or that there are temporarily insufficient resources
although all networks are able to guarantee QoS.

For some important services with strict end-to-end QoS requirements, such as conversational speech or
streaming video, the QoS (such as bandwidth etc.) shall be assured in case of interworking with different IP
network domains or backbone networks. In this case, the policing of the E2E QoS in UMTS network may be on
aper service (i.e. on the basis of specific flows of | P packets identified by the service) or aggregated flow basis
(i.e. onthe basis of flows of different users and different services having the same QoS requirements).

The E2E QoS interworking architecture shall support admission control in all network administrative domainsin
the path of a flow/aggregate/service subject to E2E QoS guarantees. Admission control should inform service
control of the flow about the positive or negative outcome of admission control procedures. Service control at
the UMTS edge is responsible for rejecting or releasing a flow/aggregate/service based, among others, on the
outcome of admission control.

The E2E QoS interworking architecture shall be able to support the ability to request resources for a given flow,
aggregate or service to satisfy the required QoS derived from actual service needs and/or subscription
information. Furthermore, when an interconnecting administrative domain does not provide QoS support, then
the edge domains of a flow/aggregate/service need to be aware of the fact that E2E QoS is not really guaranteed
for this flow/aggregate/service. In order to achieve this, the E2E QoS inter-working architecture should provide
means to discover whether one or more administrative domains in the path of a flow/aggregate/service is
transparent to (i.e. not considering) QoS information.

The E2E QoS interworking architecture shall be scalable to support large | P backbones. ‘Large both in terms of
topology and link rates (multi-gigabit need to be supported).

The E2E QoS interworking architecture shall be transport protocol agnostic, i.e. different transport protocols
shall be supported (e.g. RTP, MSRP).

The security, reliability, availability and resilience of the E2E QoS interworking architecture shall be considered.

The E2E QoS interworking architecture shall be able to interwork with external networks that can report
changing network conditions (e.g. link or equipment failures). If there are insufficient resources after changing
network condition in the external network, sessions, that cause utilisation to exceed the remaining resources,
shall be discontinued in a controlled way.

Editor's Note: How these sessions that cause remaining resources to be exceeded are determined is FFS.

The E2E QoS interworking architecture shall be able to robustly interwork with external networks that have
large fluctuations in traffic load or traffic type mix.

The E2E QoS interworking architecture shall be able to interwork-with-different-support E2E QoS regardless of
whether the different administrative domainsinvolved in the path of a service use the same QoS provisioning
method or different QoS provisioning methods.

The E2E QoS interworking architecture shall be able to interwork with multi-service networks carrying different
traffic types (i.e. in networks where also other traffic than 3GPP traffic is transported).

When considering interaction between the UMTS network and the external network, the work of the ITU-T,
TISPAN and the IETF NSIS working group shall be taken into account.

I mpacts on session establishment delay should be taken into account when considering alternatives for E2E QoS
inter-working architecture.

The E2E QoS Interworking architecture shall take into consideration of mobility, simultaneous IP-CAN
accessing aspects, e.g. handover between different IP-CANs and selection of IP-CANsin case of multi mode
terminals.
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- Itispreferred that e2e QoS mechanisms developed in ITU-T, TISPAN and/or IETF be adopted rather than a new
IP QoS signalling solution being developed by 3GPP. An objective isto align the 3GPP e2e QoS work with the
ITU-T, TISPAN and the IETF NSIS working groups.

- The E2E QoS Interworking architecture shall primarily provide a network-to-network-interface between the
3GPP network and external networks. The already existing 3GPP QoS mechanisms shall be reused as much as
possible, in particular the existing interface(s) towards the terminal (AF session signalling, bearer signalling).
However, some enhancements e.g. to align with ITU-T and TISPAN, may be considered if deemed suitable and
feasible for the mobile environment.

4.2 General issues of end-to-end QoS

Editor's Note: This section is for the investigation of the general issues of end-to-end QoS and the clarification of
these issues.

42.1 Overview

The end-to-end QoS interworking architecture can only provide guaranteed end-to-end QoS in case all backbone and
access networks on the path provide QoS guarantees. However, it is possible that a backbone network or the access
network of the other endpoint does not guarantee QoS or that there are temporarily insufficient resources although all
networks support the end-to-end QoS architecture are able to guarantee QoS. The end-to-end QoS interworking
architecture may also try to find alternative paths to the other endpoint. In any case, the network provides encethe
information about the available QoS that can be guaranteed (this can be also none) to the UE.

Editor's Note: How this information is carried to the UE is FFS. For GPRS, existing signalling mechanisms should
be re-used as much as possible.

The UE makes the decision to regquest guaranteed end-to-end QoS. Therefore, the UE shall also make the final decision
whether to continue with the establishment of the session even if the desired QoS cannot be guaranteed temporarily or
QoS cannot be guaranteed at all.

In order to achieve end-to-end QoS guarantees for an I P flow/flow aggregate/service aggregate, all the network
administrative domains in the path of such IP flow may need to include the following functionality:

- ability to receive per I P flow/flow aggregate/service aggregate QoS information from a preceding network
administrative domain;

- ability to process per | P flow/flow aggregate/service aggregate QoS information. Thisis, to provide IP flow
admission control based on the IP flow QoS information received from a preceding network administrative
domain;-and

- ability to convey per I P flow/flow aggregate/service aggregate QoS information to a subsequent network
administrative domain.; and

- ability to receive and react to per |P flow/flow aggregate/service aggregate information from subsequent (down
stream) administrative domain on their current QoS support condition.

It is specifically not assumed that the administrative domains use the same QoS provisioning techniques for realizing
the above functionality. For example, one administrative domain may rely on on-path signalling approach discussed
below, while another domain may rely on off-path signalling approach.

It is assumed that inter-domain routing of 1P packetsis static. I.e. for an IP flow/flow aggregate/service aggregate the
inter-domain path of 1P networks remains the same for the whole duration of the flow/flow aggregate/service aggregate.

The following general issues need to be solved to identify the requirements for the development of solutions that
enhance the end-to-end QoS architecture:

- How are the end-to-end QoS requirements for a service generated and signalled?

- Inthe case of feedback based solutions, how is the end-to-end QoS support condition for a service signalled?

- How can the solutions provide end-to-end QoS for all applications (IMS and non-IM S applications)?
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- How are end-to-end QoS provided for different type of connections (i.e. UE-UE, UE-Server, Server-Server,
Server-UE)?
- How isthe resource check on the end-to-end path combined with the general IM S session setup?
- What isthe impact of insufficient or unavailable external resources?
- Incase of off-path signaling, how isthe next domain identified?
- How are external resources negotiated and allocated?

Editor's Note: Additional issues may be identified.

4.2.2 Signaling of QoS requirements
Editor's Note: This section is for the investigation of the generation and signaling of QoS requirements.

In the general case the end-to-end QoS requirements of an IM S session need to be signaled along the end-to-end path to
be able to provide QoS. This QoS requirements information can be in both the application (IMS) signaling level and the
bearer path level. The application signaling level pParts of thisinformation are-is available in the IMS signaling
(SIP/SDP), i.e. bandwidth information and to some extent the QoS class, though it is not possible to differentiate
between streaming and conversational. More detailed information may be signaled within the access network, e.g. for
GPRS by means of the PDP context QoS parameters (QoS class, transfer delay, error rates). However, within the access
network the values for the end-to-end path (especially the value for the end-to-end transfer delay) are not signaled.

In the bearer path level it is possible to convey QoS requirements using service class (i.e. DSCP). Having the service
class based QoS reguirements in the per packet bearer path level allows the bearer path per packet forwarding
mechanisms to perform QoS functionality in line with the application’s required bearer path behaviour. Diffserv Service
Classes as indicated in [draft-ietf-tsvag-diffserv-senvice-classes-00:1xt13] provide a universal mapping between QoS
reguirements and service class (DSCP) although this mapping does not include bandwidth requirements.

It is FFS how the end-to-end QoS values are generated and signaled. In the general case the UE needs to provide such
information. For a number of specific services a set of QoS parameters may be standardized and thus aready available
in the network.

4.2.3 Resource check and IMS session setup

Editor's Note: This section isfor the investigation of the possibilities to combine the resource check up with the IMS
session setup.

The IMS session setup is based on a clear separation between the IM S session signaling and the allocation of resources.
The IMS session setup is started but afterwards set on hold. At thistime, both endpoints are responsible for requesting
the required resources at least in their access network. The IMS session setup is only successfully finished if both
endpoints received sufficient resources.

For the general end-to-end path a number of possibilities exist at which point in time and under which responsibility the
external resources are requested. The external resource request may be coupled with the UM TS internal resource
request, i.e. with the PDP context establishment. Both endpoints may be responsible for the resource request for the
backbone network. Resources may either be requested by one of the endpoints for both directions or by both endpoints
in either sending or receiving direction.

It is FFS how the responsibility for the resource request is solved and how the UE can detect that the other endpoint is
not able to request resources for the backbone network.
4.2.4 Impact of insufficient or unavailable resources

Editor's Note: This section is for the investigation of the impacts of insufficient or unavailable resources on the IMS
session setup.

The UE isresponsible to decide if the resources that were granted by the network are sufficient for an IMS session. As
long as only resources of the access network are taken into account, the UE may either accept insufficient QoS or may
try to achieve the desired QoS at alater point in time. However, in case of end-to-end resources some more possibilities
exist. Resources may be guaranteed by a backbone network but they also may only be statistically granted. It isalso
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possible that there is no feedback at al from a backbone network on the end-to-end path. Consequently, the UE needsto
be able to handle a number of cases with some of them being new, like the case that it is not possible to receive
guaranteed external resources at al or the case that QoS becomes insufficient during the IMS session.

There are situations when even guaranteed resource in the backbone network or in the access network can be redrawn or
made unavailable due to many events, e.g. network failure and urgent network resource re-allocation. In such situations,
the network needs to provide the necessary network information to the decision points (network and/or UE) in order
that reactive measures can be taken and that the IMS session is handled appropriately, in line with session policy and
user wishes.

4.2.5 Identification of next domain for off-path signaling

Editor's Note: This section is for the investigation of solutions to identify the next domain in case of off-path
signaling.

For off-path signaling the next domain needs to be identified by other means than IP routing.

4.2.6 Negotiation and allocation of external resources

Editor's Note: This section isfor the investigation of impacts coming from the negotiation and allocation of external
resources.

Backbone networks may apply a variety of mechanisms for negotiation and allocation of resources. For instance, a
backbone network may support unidirectional as well as bidirectional resource negotiation. Depending on the
capabilities of the other endpoint in the IM S session, the usage of such capabilities of backbone networks might allow
the provision of end-to-end QoS which otherwise would not be possible.

4.2.7 Provision of end-to-end QoS for non-IMS applications

Editor's Note: This section is for the investigation of impacts coming from the provision of end-to-end QoS for non-
IMS applications.

Even though it might be technically possible to provide most applications within the framework of IMS, there may be
reasons to provide applications that will benefit from end-to-end QoS outside of the framework of IMS. An operator
may for example have a streaming service where the additional complexity and cost of IMS would not be desirable.
Other examples are TV and radio servicesthat are provided over the Internet, and which an operator may want to make
available for its subscribers. These services may require end-to-end QoS for enhanced end-user reception.

End-to-end QoS architecture used in the 3GPP network need also to comprise support for non-IM S applications.

5 Architectural concept

Editor's Note: This section will describe the different enhanced E2E QoS architectures including interaction with
emerging QoS concepts from other standards organizations.

5.1 General end-to-end QoS reference model

51.1 Introduction

For describing the concepts of different ways to provide end-to-end QoS, figure 5.1.1.1 below is used as areference
model. The figure shows the location of the IP backbone network and the main interfaces. The I P backbone network
provides | P packet forwarding service for the application nodes. Application nodes are the domain specific nodes that
interface with backbone network, such as GGSN, PDF etc.
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Application control (e.g. SIP)

Applicationnode & Application node
Application e App. node-backbone N | Application
4 control plane interface e
Inter-domain interface
P layer - - P layer
IP control plane I X b e IP control plane
S} i d
»( Control
IP user plane [ IP user plane
P

P

IP Backbone

App. node-backbone
user plane (IP) interface

Figure 5.1.1.1: Reference model

The application node to backbone user plane interface isa pure IP level interface that provides the transfer of | P packets
between application nodes. The application node to backbone control plane interface allows the communication of
application node and | P backbone network. Note that, the communication between the application and the backbone

network is also possible. Thisinformation exchange helps to provide end-to-end QoS for 1P flows between application
nodes.

Possible information exchange methods between application node and | P backbone network are:

- noinformation exchange at all;

- indirect control information is exchanged (e.g. via marking of user plane IP packets);

explicit control function with aggregated resource reservation; and

explicit control function with per-flow resource reservation.

The inter-domain interfaces of the IP backbone network, namely the user and control plane interfaces, are to provide the

required QoS through multiple backbone IP domains. The application node to application node control interface is out
of scope of this document.

A description of the most important provisioning schemes for QoS is given in annex B.

5.2 Connection models

5.2.0 Overview
The following connection models should be studied.
Editor's Note: The following connection models are not exclusive.
Editor's Note: The Figures might need to be updated regarding the IMS clouds.
Editor's Note: The terminology used in this document for the policy control architecture (e.g. functional entities and

reference points) should be aligned with the rel-7 study on "Evolution of the policy control and charging”
(3GPP TR 23.803).
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521 UE-UE connection via interconnected IMS networks

5211 General

In this case, a UE served by IMS connects to a remote UE via one or more interconnected IM S networks. In this case,
mechanisms are required within intermediate IM S networks for policy control interactions with the underlying IP
backbone network.

Two cases are possible depending upon whether the media packets are forced to follow the same path (via the same
intermediate network) as the control packets or are allowed to take a different (more efficient/direct path). Both cases
arevalid and should be studied.

The pros and cons of the 2 approaches seem to depend on which charging models are to be adopted by interconnected
IMS networks.

5.2.1.2 Control and media via the same intermediate network

In this connection model the control and media packets are routed through the same intermediate network. Thisimplies
arequirement to force the mediato follow a particular path based on the routing of the application layer signalling.

By forcing media to follow the same path as the control, it is possible to treat each session as an individual entity. This
approach allows IM S interconnect agreements to be modelled on those used today for Circuit Switched calls. Charging
by time, by data volume and by service is possible with this approach. Having PDF and PEP functions under control of
an intermediate network AF/CSCF allows for policy control, QoS (bandwidth etc.) reservation and call admission
control, if required by an Operator.

The main disadvantages of forcing mediato follow the same path as the control are the inefficiencies that might be
introduced in terms of the path taken by the media packets.

w
=
=
=
=
=
=
=

-

ASMRF {
. | PoF :
H PDF Mw .‘ :
Go Mo e
UE \ B amsmmEm I— UE
\ \ Gi G
IP-CAN GGSN IP-CCN
PEP
Transit IMS
IMS operator A IMS operator B
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SIP/SDP

IMS Opel‘ator A Transit IMS Operator 7 IMS Operator B

NeteNOTE 1: -The IP-CCN, BG and BG PDF in the networks of IMS operator A and B that are shown in Figure
5.2.1.2.1 are not currently included within the 3GPP Architecture, but they are included here for better
understanding of the problem domain. Only those parts of them contributing to E2E QoS would be within
the scope of this study.

NoteNOTE 2: Some functions exist in 3GPP specifications that may be similar to the BG entity in the figure. E.g. the
GPRS BG and SEG as specified in 3GPP TS 33.210 and the BGW for the Gp interface as specified in
3GPP TS 23.060.

NoteNOTE 3: There may be more than one border gateway (BG) element at the edge of the network. The
representation of a single element in the figure above is for simplicity and does not imply that it is required
for the signalling and the media to traverse the same border gateway.

Figure 5.2.1.2.1: UE-UE connection via interconnected IMS networks with control and media via the
same intermediate network

Several entities are required in the interconnected IM S networks (e.g. AF and PDF) to provide QoSin the
corresponding backbone I P networks. QoS negotiation among the IMS domains is done by AFs. The way to provide
QoS within the backbone 1P network depends on the QoS policy of the intermediate operator.

5.2.1.3 Control and media via different intermediate networks

In this connection model the control and media packets are not routed through the same intermediate network. The
media packets could route directly between the IP-CANs or via a different intermediate network.

The main advantage of allowing the mediato take the most direct/efficient path is potentially lower cost and superior
quality of experience (less delay etc.)

If media packets are allowed to take the most direct path between UEs then it is not clear what charging model can be
used other than charging by aggregate between operators.

In this case the connection models of 5.2.2, 5.2.3 or 5.2.4 apply.

5.2.2 UE-UE connection via backbone IP networks with off-path QoS
signaling

UE served by IMS connects to peer UE via a backbone | P network with off-path QoS signaling. Thissignalling is
transferred between policy decision points, i.e. between PDF and BCF. The backbone IP network is an abstraction that
represents the set of inter-connecting network administrative domains between two IM S systems.

BCF performs QoS management within the backbone IP network. Gu interface is defined as the interface between the
PDF in IMS and BCF in the backbone I P network.

Editor's Note: Definitions and more detail explanations of the BCF and Gu interfaces would be described in section
3or5.
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NoteNOTE 1: The IP-CCN and the BG in the originating and terminating operator are not currently included within the

3GPP Architecture, but they are included here for better understanding of the problem domain. Only those

parts of them contributing to E2E QoS would be within the scope of this study.

NeoteNOTE 2: Some functions exist in 3GPP specifications that may be similar to the BG entity in the figure. E.g. the

GPRS BG and SEG as specified in 3GPP TS 33.210 and the BGW for the Gp interface as specified in

3GPP TS 23.060.

NoteNOTE 3: There may be more than one border gateway (BG) element at the edge of the network. The

representation of a single element in the figure above is for simplicity and does not imply that it is required

for the signalling and the media to traverse the same border gateway.

Editor's Note: -It is for further study whether the BG element is a PEP or not.

Figure 5.2.2.1: UE-UE connection via backbone IP networks with BCF

This connection model is an extension of the IMS Rel-6 one to include a horizontal QoS signalling component between
the IMS PDF and an equivalent functional entity, named BCF, in the backbone inter-connecting IP network.

Any vertical interface between the BCF in the backbone | P network and other nodes within this network are considered
outside the scope of thisTR.
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The BCF negotiates QoS with the PDF of the IP-CAN. The way to provide QoS within the backbone IP network
depends on the QoS policy of the backbone operator.

5.2.3 UE-UE connection via backbone IP networks without QoS signaling

UE served by IM S connects to aremote UE via one or more backbone IP networks. QoS relationships are is-established
between the different backbone I P network providers, between backbone IP network providers and PLMN operators;

and between different PLMN operators, without requiring per-session signalling. The backbone IP networks may be
administered by PLMN operators.
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NeteNOTE 1: The IP-CCN and the BG in the originating and terminating operator are not currently included within the
3GPP Architecture, but they are included here for better understanding of the problem domain. Only those
parts of them contributing to E2E QoS would be within the scope of this study.

NeoteNOTE 2: Some functions exist in 3GPP specifications that may be similar to the BG entity in the figure. E.g. the
GPRS BG and SEG as specified in 3GPP TS 33.210 and the BGW for the Gp interface as specified in
3GPP TS 23.060.

NoteNOTE 3: There may be more than one border gateway (BG) element at the edge of the network. The
representation of a single element in the figure above is for simplicity and does not imply that it is required
for the signalling and the media to traverse the same border gateway.

Editor's Note: -1t is for further study whether the BG element is a PEP or not.
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Figure 5.2.3.1: UE-UE connection via backbone IP networks without QoS signalling

Thereis no means to signal with the routers regarding On-Path |P QoS control. The routers transit user packets based on
the static configuration depending on the QoS policy of the backbone operator.

There may be SLAs established between the IP-CAN and Backbone I P Network or its aggregates based on DiffServ
Service Classes [reference draft-tetf-tavwwg-diffserv-service-classes-00.4xt13] . Under such deployment scenarios,
network usage feedback on the bearer path could be used together with QoS resource control within the IP-CAN
network to provide resource availability information into IIM S session control decisions.

5.2.4 UE-UE connection via backbone IP networks with on-path QoS
signaling

UE served by IMS connects to aremote UE via one or more backbone IP networks with on-path QoS signalling. The
backbone | P networks may be administered by PLMN operators.

In on-path signalling model, QoS signaling messages are transferred between PEPS through routers that process user
data packets.
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NeteNOTE 1: The IP-CCN and the BG in the originating and terminating operator are not currently included within the
3GPP Architecture, but they are included here for better understanding of the problem domain. Only those
parts of them contributing to E2E QoS would be within the scope of this study.

NoteNOTE 2: Some functions exist in 3GPP specifications that may be similar to the BG entity in the figure. E.g. the
GPRS BG and SEG as specified in 3GPP TS 33.210 and the BGW for the Gp interface as specified in
3GPP TS 23.060.

NoteNOTE 3: There may be more than one border gateway (BG) element at the edge of the network. The
representation of a single element in the figure above is for simplicity and does not imply that it is required
for the signalling and the media to traverse the same border gateway.

Editor's Note: -1t is for further study whether the BG element is a PEP or not.

Figure 5.2.4.1: UE-UE connection via backbone IP networks with on-path QoS signalling

The PEP in the IP-CAN and the routers in the backbone network could be able to handle signalling regarding On-Path
IP QoS control (e.g. RSVP, RSVP-TE, Aggregate-RSVP or MPLS-TE technology). The routers receive On-Path IP
QoS control messages from IP-CAN or another backbone I P network.

5.3 Issues of connection models

Editor's Note: This section is for investigation of the connection models from the perspective of QoS and
clarification of issues. Details are FFS.
5.3.1  Type of information to be exchange end to end
In order to guarantee End-to-End QoS, a connection model should implicitly or explicitly:

- convey abstract QoS information. Thisis the QoS parameterisation should be independent of the actual QoS
solutions used at lower levels within the network, and of the transport technologies used in the network.

- convey appropriate QoS information to describe the QoS requirements of the IP flow. The actual information
may depend on the nature/type of the flow (e.g. RT, streaming, €etc).

- dlow abstraction in the definition of aflow. E.g. it should be possible to define aflow as:
- al packets with the same source | P address;
- al packets with the same source and destination | P addresses;

- al packets with the same five-tuple: source and destination | P addresses, originating and destination port
numbers and protocol ID;

- €tc.

- it may be appropriate to convey QoS related information to describe the current network QoS condition along the
bearer path. This information should be available whenever the specific flow wants to utilize the QoS resources
of the flow’ s bearer path.

Flow abstraction should be provided in a per flow basis. |.e. the "definition" of aflow itself needs to be signaled through
the path of the QoS signalling when establishing the flow.

5.3.2 Information stored in PDF after negotiation

After QoS negotiation with the backbone | P network, the PDF may store the information during the session about the
backbone network and QoS, which could include:

- QoS linformation negotiated with the backbone network:

- Bbandwidth allowed in the backbone network, including uplink and down link;

- Mmoreinformation teis TBD.

- Bbackbone Nnetwork information:

- Nnegotiation mode (i.e. on-path mode or off-path mode);
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- BCFIP addressif the negotiation mode is off-path;

- Mmoreinformation teis TBD.

5.4 Architecture for off-path IP QoS interaction between UMTS
network and external IP network

54.1 General

This section describes an architecture for off-path QoS interaction between UMTS and an External 1P network
providing QoS-enabled | P transport services.

To provide IP QoS end-to-end, it is necessary to manage the QoS within each domain. In UMTS network, to enable
coordination between events in the application layer and resource management in the | P bearer layer, alogical element,
the Policy Decision Function (PDF), is used as alogical policy decision element. It is also possible to implement a
policy decision element internal to the IP BS Manager in the GGSN. In the external 1P network, alogical element, the
Bearer Control Function (BCF) is used to control the external |P bearer service path.

When resources not owned or controlled by the UMTS network are required to provide QoS, it is necessary to
interwork with the external network that controls those resources. One alternative to provide highly ensured end-to-end
QoS capahility for realtime sevicesisto interwork with external |P network, using interaction between the Policy
Decision Function and the Bearer Control Function.

5.4.2 Description of functions

5421 QoS management functions for off-path end-to-end IP QoS in the UMTS
network

Policy Decision Function (PDF) isas defined in 3GPP TS 23.207 [4]. In addition, it is responsible for communication
with BCFs in interconnecting networks via the Gu reference point.

The PDF makes policy decisions based on information obtained from the AF and the result of interacting with the other
related BCF.

One way in which the PDF can discover its adjacent BCF is by using a static configuration mechanism in the PDF. For
example, the PDF can find the appropriate BCF through static configuration of the FQDN or 1P address of the BCF
which manages the external gateway router which interacts with the GGSN. For load sharing and redundancy, if the
GGSN inthe UMTS network is connected to redundant external gateway routers which are managed by redundant
BCFs, the multiple BCFs' addresses are configured in the PDF. The policy to select the appropriate BCF is decided by
the operator’ s redundancy policy and the equipment capabilities.

5422 QoS management functions for off-path end-to-end IP QoS in the external
network

Bearer Control Function (BCF) isthe alias of alogical function element in external network which performs QoS
control within the external 1P network.

For loadsharing and redundancy reasons multiple BCFs may be provided in each external 1P network.

Editor's Note: It is FFS how a configuration with multiple BCFs should look like and how they interwork with the
PDF (e.g. to coordinate resources €etc).

The techniques and mechanisms in the BCF and | P backbone required for performing QoS control together with the
interface(s) between the BCF and the | P Backbone are out of scope of thisTR.

5423 Interaction between UMTS network and external networks

Within the UMTS network, there is resource management performed by various nodes in the admission control
decision. The resources considered here are under the direct control of the UMTS network.
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In the external networks, it is also necessary to perform resource management to ensure that resources required for a
service are available. Where the resources for the | P Bearer Service to be managed are not owned by the UMTS
network, the resource management of those resources would be performed through an interaction between the UMTS
network and that external network.

When interaction is needed between the UM TS network and the external network, resource requirements are explicitly
requested and either granted, negotiated or rejected through the exchange of signalling messages between PDF and
BCFsin the external network. The interface between PDF and the BCF element in backbone IP network, named the Gu
reference point, may transfer QoS and other information which can be used for policy decisions.

Before sending the QOS request, the PDF shall choose the connected external network by which the media data can be
transferred to the terminating nodes. So the PDF should be profiled at least with the following information:

- alist of external networksto different terminating IMS domains.

- alist of alternative external networks to the same IMS domain.

- the property of any external network in the list, which may include:
- on-path or off-path QOS management architecture;
- theIP address of BCF to accessif in off-path.

Editor's Note: It is FFS how the PDF choose the connected external network and how links are configured for the
off-path scenario. Does the signalling (Gu) traffic and the media use the same or different links? How are
these links negotiated among the different networks?

5.4.3 Enhanced capabilities of functional elements

This section provides functional descriptions of enhanced capabilitiesin GGSN, PDF, and AF.

5.43.1 GGSN

The functionality is the same as defined in 3GPP TS 23.207 [4].

5.4.3.2 PDF
Service-based Local Policy Decision Point

- The PDF shall exchange the QoS information with the other related BCF via the Gu interface.
5.4.4 Reference points between functional elements

544.1 Go reference point (PDF - GGSN)
The functionality is the same as defined in 3GPP TS 23.207 [4].

5.44.2 Gq reference point (PDF - AF)

The functionality is the same as defined in 3GPP TS 23.207 [4].
5.4.4.3 Gu reference point (PDF - BCF)

54431 Gu functional requirements

The Gu reference point is used for exchange of QoS information between PDF and BCF element in backbone IP
network.

5.4.4.3.2 Information exchanged via Gu reference point

Service information:
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The service information below is derived from Gq reference point, which may include:
- session Id (to uniquely identify the the session).
- information defining the IP flows of the media stream. E.g.
- direction (bi-directional, uplink / downlink);
- 5-tuple (source/destination address and port number, protocol 1d);
- indication of the maximum and/or mean bandwidth required.
- anindication of the requested type of service information per service-flow.

Editor's Note: The information passed over the Gu interface may also include other information required to negotiate
resources in the external |P networks.

Operator/network information:

Thisinformation is used to identify whether the request or response signalling is from the agreement subscribers, which
may include:

- PDF IP address, or PDF fully qualified domain name (in the signalling from PDF to BCF);
- BCF IP address (in the signalling from BCF to PDF).

The result of Session Admission Control (SAC):
The result of SAC by PDF and BCF should be sent viathe Gu interface.

5.5 Architecture for on-path IP QoS interaction between UMTS
network and external IP network

551 Overview

This section describes an architecture for on-path QoS interaction between UMTS and an Externa P network
providing QoS-enabled | P transport services.

5.5.2 RSVP

55.2.1 General

This section describes RSV P and some of the extensions that have been made to RSV P that meet a number of
requirements such asimproving its scalability and security characteristics. In this scenario the GGSN acts as an RSVP
Sender and Receiver.

RSVP [6] isacontrol signalling protocol that requires the introduction of states for specific information flows, athough
reservation states are ” soft” in that they are regularly renewed by messages sent from the initiator of the reservation
request. If not renewed, the reservations are timed-out. Resources are reserved for forwarding packets meeting specified
criteria (protocol id and port number) from a specific destination address to the initiator of the reservation. Receivers
initiate requests for resource reservations along the path that the packets will follow. Nodes which do not support RSVP
pass on the reservation request and so there is no guarantee that the path will be fully reserved, although an indication is
sent to the reservation initiator that a non-RSV P link has been encountered. The resources need to be available and
access policy conditions have to be met for areservation to be successfully applied. The Sender advertises a data flow
by sending a Path message to the receiver of the data flow. The Receiver of the data flow may initiate a reservation for
the data flow by sending a Resv message. The Resv message follows the Path message upstream hop-by-hop using the
installed path states. The integrity and authentication of RSV P messages can be ensured using the RSV P Integrity
object as described in RFC 2747 [27].
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A Policy Data object, identifying a user or an account for example, can be included to control reservation access and
usage policy [12]. RFCs 2752 [29] and 2872 [30] further define how users and applications can be identified and
authorised to make resource reservations.

Reservations can be aggregated over a single RSV P reservation which dynamically adapts to the characteristics of the
reservations being aggregated [16]. Aggregation can reduce the load of processing many independent reservations on
the routers on the aggregation path as long as the aggregate reservation is not adapted to every individual reservation
but modified less frequently. Algorithms and policies for predictive reservations are described in RFC 3175 [16].
Differentiated Services techniques for packet classification and forwarding behaviour are used such that a number of
aggregated reservations may be established between a pair of routers, each corresponding to a certain class of traffic and
identified by a Differentiated Services codepoint. A number of possible traffic classifications are possible ranging from
mapping al individual RSV P reservations to one DS codepoint and per-hop forwarding behaviour, through mapping all
Guaranteed Service reservations to one DS codepoint and all Controlled Load reservations to another, to in addition
using policy information to classify traffic.

It is necessary to ensure that the data packets associated with an aggregated reservation follow the path of the aggregate
reservation using a technigque such as IP-in-1P tunnels, GRE tunnels, or MPLS. Thisis because the aggregate RSVP
Path messages contain the IP addresses of the aggregating and de-aggregating routers rather the | P addresses of the
individual end-to-end flows as is normally the case in RSV P. MPLS has the advantage of allowing traffic engineering.

It isalso possible to use the Resource Management in Diffserv (RMD) concept, which was introduced as a possible
method for dynamic admission control for Diffserv [31], with RSV P. In some of the nodes or in the nodes within a
network region, ssimplified RSV P operation is used: storing only aggregated reservation states and using asimple
resource management function in these nodes.

55.2.42 Description of functions

5.5.2.12.1 QoS management functions for RSVP based on-path end-to-end IP QoS in the
IP-CAN

IP-CAN Gateway (GGSN) is responsible for transmitting and receiving RSV P messages to be used for on-path
signalling with the external network. To that end, it may operate either as:

- An RSVP node on the end-to-end RSV P signalling path. This may be the case, for example, when the UE
supports the initiation and termination of RSVP signalling, as defined in 3GPP TS 23.207 [4]. The IP-CAN
Gateway behaves as an RSV P node which receives, processes and transmits RSV P messages. RSV P reservations
handled by the IP-CAN Gateway are per-flow reservations,

or

- An RSVP aggregation node on the end-to-end RSV P signalling path. This may be the case, for example, when
the UE supports the initiation and termination of RSV P signalling, as defined in3GPP TS 23.207 [4]. The | P-
CAN Gateway behaves as a RSV P Aggregator/Deaggregator node [16]. The IP-CAN Gateway handles per-flow
reservation on the |P-CAN side and handles aggregate reservation on the external network side.

And/or operate as:

- AnRSVP Proxy. Thisis the case when RSVP signalling is not initiated/terminated by the UE. The IP-CAN
Gateway acts as the RSV P signalling end-system and initiates/terminates RSV P signalling on behalf of the
Policy Decision Function. The IP-CAN Gateway may initiate/manage per-flow reservations or may
initiate/manage aggregate reservations. | nitiation/M ai ntenance/T ear-down of reservations is based on resource
reguests received from the Policy Decision Function.

According to the exchanged signalling with the external 1P network, the IP-CAN gateway may communicate with the
Policy Decision Function that resources cannot be committed.

5.5.2.42.2 QoS management functions for RSVP based on-path end-to-end IP QoS in the
external network

| P Backbone Edge Router is the function which exchange RSV P signalling with the IP-CAN gateway.
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5.5.2.12.3 Interaction between the IP-CAN and external networks

Within the IP-CAN, there is resource management performed by various nodes for end-to-end QoS support. The
resources considered here are under the direct control of the IP-CAN operator.

When interaction is needed between the IP-CAN network and the | P Backbone network, resource requirements are
determined by the IP-CAN gateway and explicitly requested and either granted, negotiated or rejected through the
exchange of RSV P signalling messages between IP-CAN gateway and |P Backbone Edge Router. In the case of GPRS,
the interface between the GGSN and the Provider Edge element in backbone | P network is the Gi reference point.

5.5.2.23 Enhanced capabilities of functional elements

This section provides functional descriptions of enhanced capabilitiesin GGSN.

5.5.2.23.1 GGSN
The functionality is as defined in 3GPP TS 23.207 [4] and in section 5.5.2.12.1 above.

5.5.2.34 Reference points between functional elements

5.5.2.34.1 Go reference point (PDF - GGSN)

The functionality is the same as defined in 3GPP TS 23.207 [4].

5.5.2.34.2 Gq reference point (PDF - AF)

The functionality is the same as defined in 3GPP TS 23.207 [4].

5.5.2.34.3 Gi reference point (GGSN - PE)

5.5.2.4.3.1 General

This functionality is as defined in 3GPP TS 23.207 [4].

5.5.2.34.3.12 Gi functional requirements

The Gi reference point is used for exchange of QoS information between GGSN and | P Backbone Edge Router.

5.5.2.34.3.23 Information exchanged via Gi reference point

Service information:

The information exchanged via the Gi reference point includes:

- Information characterising the set of packets benefiting from the RSV P reservation. In the case of per-flow
reservation, this will effectively be the 5-tuple (source/destination address, source/address port number, protocol
Id) encoded over the RSV P IPv4/IPv6 Session object and the RSV P 1Pv4/1Pv6 Filter-Spec/Sender-Template
objects. In the case of aggregate reservation as per RFC 3175 [16] this will be the 3-tuple (source/destination
address, DSCP) encoded over the RSV P-Aqggregate-I Pv4/IPv6 Session object and the RSV P-Aggregate-
| Pv4/1Pv6 Filter-Spec/Sender-Template objects.

- Information characterising the QoS requirement (I ntserv service type, bandwidth).

- Optional, credentials which can be used by the | P Backbone to identify the network generating the RSVP
reservation request as a party authorised to make such RSV P reservations.
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5.5.3 MPLS-TE

This section describes the MPLS-TE.MPLS-TE defines the concept of Label Switched Path (L SP) priority, whichis
used to set up L SP priority with some resource, and allows higher LSP (i.e. with the higher priority) to grab the resource
of lower LSPs. This mechanism can ensure that:

- inthe case al of the resource of higher LSP are used out, there still are resource reserved by the lower LSP.
- important LSP will always set up the optimum path without the restriction of available reservations.
- while the LSP reroutes the path, important LSP shall have priority of first routing.

MPLS-TE defines 8 priority classes, which from the highest ‘0’ to the lowest 7', and 2 types, which are the setup
priority and hold priority. Setup priority controls the admission and sets up L SP with the resource which have not been
set up, and hold priority controls the admission to the resource which have been set up. During the setup of aLSP, if the
resource is insufficient, the setup priority of the L SP should compare with the hold priority of the other LSPs, which
have been setup, to decide whether the LSP is more important and then grab the other L SPs resource. For further
description of MPLS-TE see RFC 3346 [32].

554 Feedback based call admission control

End-to-end QoS provisioning in the current 3GPP standard as specified in 3GPP TS 23.107 [3] and 3GPP TS 23.207 [4]
uses Diffserv mechanisms on the | P bearer level, for example Service Level Agreements (SLAS), to ensure QoS. The
involved networks are assumed to be at least statically dimensioned to cope with the agreed traffic volumes, but thisis
not limited to static SLAS, when dynamic SLAs are used, this mechanism will continue to function without
modification in the more dynamic environment. Traffic exceeding these agreed limits is expected to be handled using
normal Diffserv traffic shaping functions, e.g. dropping of random packets. Such mechanisms is however not always
very friendly to real-time traffic e.g. flows used to carry IMS | P telephony calls. Instead a mechanism capable of either
blocking areal-time flow completely or letting it through completely would be a more appropriate mechanism to
control the traffic volumes. The feedback based call admission control (CAC) function described below has such a
characteristic.

A solution which can prevent overload situations of real-time traffic in intermediate networks employs a CAC function
inthe PLMN, e.g. inthe GGSN or inanodein the IMS Core. The CAC function is queried at session activation. The
CAC function must also be made aware of the congestion situation in any intermediate networks along the end-to-end
path. A method to provide the CAC function with such information is by feedback from the intermediate networks.
Congestion or bandwidth limitations in these networks are indicated by aremarking of either the DS-field or the ECN-
field, in the TOS byte (for 1Pv4), in IP headers of packets forwarded through congested points of these networks.
Remarking in a node should start when bandwidth resources get close to itslimit, i.e. before actual congestion occurs.

For the remarking solution there isonly alogical or implicit relation between the control planesin the application nodes
and the nodes in intermediate | P backbones, i.e. there is no specific signalling protocol used.

Application node Application node
Marking/Remarking —
Application (e.g. DSCP or ECN) Application
IP layer 5 1P layer

IP control plane I

IP user plane

IP control plane I

IP user, plane

Figure 5.5.34.1: Feedback based QoS provisioning

The CAC function uses feedback information to check for congestion based on an operator-specific threshold. When
sessions for outgoing calls are established, the current congestion conditions for the path to the destination network is
checked before the session is finalized. In case of resource constraints, the call can be blocked depending on policy.
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This mechanism can aso be used to allow more urgent sessions to be established in place of the normal sessions, this
decision depends on the policy in place at the decision points.

Diffserv remarking can be applied locally within domains and between domains (within SLAS) if operators agree, but
having end-to-end usage of Diffserv marking will be beneficial, as recommended by Diffserv Service Classes [draft-
retf-tovwg-diffserv-service-classes-00-5413]. ECN has end-to-end semantics, since ECN'’ s function isto indicate
congestion, the segments of the end-to-end bearer path that wants to have its network congestion information be used
will need to support ECN functionality. For each network segment tit is possible to document in the SLA between
adjacent administration domains, whether ECN indication is used. Network segments that do not use ECN indications
will need to guarantee that congestion will not occur when the offered traffic conformsto the SLA. For further
description of Diffserv remarking see RFC 2475 [9] and RFC 3260 [28].

When Feedback based Call Admission Control is used, the Call Admission Control can be done using information from
the bearer path network layer.

5.6 Characteristics of different IP QoS architectures

56.1 Overview

This section eempar&sdepr cts the main characterl stics of the possr bI e alternatlve solutions that can be used for end-to-
end QosS. . ! Fay ! AL

5.6.2 Characteristics of feedback based QoS solution

5.6.2.1 Characteristics of the feedback based call admission control with continuous
monitoring

The main characteristic of the feedback based QoS sol utron isits simple implementation and low processing

[ . The nodes supporting the function in the
network ol _nlthave to be confrgured to support the srmpLeEGN—er—Drffserv remarking function. Alternatively, the links
to having-nodes not configured for Diffserv remarking have to be e.qg. over-dimensioned properhy-so that no congestion
OCCuUrs.

For an interdomain solution, the usage of feedback based solution BSCSPs-has to be agreed between the domains as a
domain not supporting this mechanism cannot be detected. The SLAs between operators can be used both to indicate if
Diffserv remarking is supported as well as the Diffserv codepoints to use. |f Diffserv remarking is not supported then
over-provisioning can be applied. Intermediate networks using overprovisioning needs to have SL AS supporting
DiffServ remarking with the same set of DSCPs.

The feedback solution is an on-path method, so it responses to changes in topology such as on-path signalling. Expected

bandwidth effrcr ency of the method issi mrlar to aqqreqated on- path srqnallrnq sol utronslheﬂﬁunetrehahtyheededrrn

The feedback based QoS solution with continuous monitoring relies on packet filtering, traffic conditioning and DSCP
remarking features of routers supporti ng DrffServ Therefore no new functronalrtv needs to be |mpl emented in current

The functionality needed in nodes performing admission control based on background monitoring consists of packet

filtering, counting remarking rate for filtered aggregates and deciding on admission per aggregate. Therefore, this
method is well suited to bandwidth based SLAS, that need to be configured in edge routers. If admission control is
based on background traffic monitoring, session setup is fast because admission control nodes decide on local
information that has been collected prior to the session establishment.
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5.6.2.2 Characteristics of the feedback based call admission control using RT-ECN
probing with continuous ECN monitoring

The main characteristic of this feedback based QoS solution isits simple implementation and low processing
reguirement. The nodes supporting the function in the network only have to be configured to support the ECN
remarking function. Alternatively, the links to nodes not configured for ECN remarking have to be e.g. over-
dimensioned so that no congestion occurs.

For an interdomain solution, the usage of feedback-based solution has to be agreed between the domains, as adomain
not supporting this mechanism cannot be detected. The SL As between operators can be used to indicate if ECN
remarking is supported. If ECN remarking is not supported then over-provisioning can be applied. Intermediate
networks needs to support Diffserv Service Classes as indicated in [draft-ietf-tsvwg-diffserv-service-classes-00.txt13].

RT-ECN probing with continuous ECN monitoring is a dynamic solution that responds to changes in topology such as
network failure.

RT-ECN probing is performed with every session setup and provides a real-time congestion information input into the
call admission control decision.

Continuous ECN monitoring allows congestion to be detected mid-call providing a stimulus for reactive measures to be
taken.

5.6.3 Characteristics of off-path signalling using Gu interface

Off-path signalling usually involves an independent resource management system, which communicates via
standardized interfaces (COPS [11], SNMP, or other protocols) with the | P layer. It provides unified operation,
mai ntenance and administration of the resources.

BCF isacritical node in the network since it holds information about the network logical topology and controls the
Service resources.

It can be implemented within a single administrative domain and multi-domain as well. The standardization of the
protocol to support inter-domain solutions is depending on the progress in other standardization body (IETF, ITU-T or
others).

With this solution there is no need to implement a scalable reservation protocol in each router.

This solution complements existing 1P networks with QoS control functions without affecting traditional services. It
adopts a layered network structure consisting of the logic bearer layer, bearer control layer and service control layer.
Logic bearer layer can be e.g. an MPL S-based bearer layer that is separated from traditional P servicesin terms of
resources.

It requests resources before the use of services, guarantees the resources during the use and releases of resources after
the use.

It fulfils the QoS regquirements as long the resource management server reflects the real logical topology information
(routing and link 10ads).

If the backbone is based on MPLS, only the edge routers need to provide flow classification functions.

5.6.4 Characteristics of on-path signalled QoS solution

In on-path QoS signalling methods (RSV P and future NSIS QoS application), the signalling messages follow the data
path and make reservations for the data flow or aggregate in each network element along the path. RSVP and NSIS are
able to inter-work with general routing protocols; therefore additional signalling is not needed.

The resource management is simple: based on Intserv [5] or Diffserv [9], advanced resource management may be
implemented in some nodes, e.g. edge nodes. Both RSV P and NSIS utilize soft state principle. Thisresultsin more
robust design than hard states, ensuring that abandoned reservations are removed automatically after time-out. Both
RSVP and NSIS are able to give fast and automatic response to changing network topology, e.g. reservations are
automatically moved in the new data-path after rerouting.
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On-path signalling methods have distributed architectures, which is very desirable from network resilience and
robustness point of view. Intserv requires storing per flow reservation state in each router, which can cause scalability
issues. This can be avoided by RSVP extensions for aggregated reservation, summary refresh, which are supported also
by NSIS.

6 Procedures

Editor's Note: This section will describe the procedures for the functional elements contained in the different
enhanced E2E QoS architectures.

6.1 QoS procedures in functional elements

6.1.1 General

This section describes the main procedures for each involved network element that is used for the end-to-end QoS
management. Procedures to ensure end-to-end QoS may be required. Various scenarios and architectures need to be
studied in order to determine if new procedures would be needed to be added to the existing functional elementsin
order to meet the requirements of end-to-end QoS management.

6.1.2 Procedures in the off-path model

6.1.2.1 Procedures in the PDF

When the PDF received the bearer authorization request from the GGSN, the PDF shall authorize the bearer resources
by checking the stored SBLP for the session.

After this, for some services with strict end-to-end QoS requirement, it is necessary for the PDF to check if there are
enough resources. The PDF shall send the authorized QoS request signalling to the BCF when interacting with the
external |P network. One way in which the PDF can discover the BCF is by using a static configuration mechanismin
the PDF. For example the PDF can find the appropriate BCF through static configuration of the FQDN or IP address of
the BCF(s) which manages the external gateway router which interacts with the GGSN.

The PDF receives the response from the BCF, containing the information that the requested QoS can be guaranteed, that
only lower QoS can be guaranteed, or that no QoS can be guaranteed.

Finally, the PDF shall send the authorization decision to the GGSN containing the QoS negotiated with the external IP
network. Thisinforms the UE about the QoS available on the end-to-end path for the concerned flow(s).

Editor's Note: It is FFS how to signal to the UE that no QoS can be guaranteed, e.g. the QoS class could be reduced
to the lowest value indicating best effort.

If, during the established session, the BCF detects that the negotiated QoS cannot be maintained in the external IP
network (link failure, congestion ...) for some of the media flows, the BCF reports the information to the PDF. The
PDF sends an unsolicited authorization decision to the GGSN that triggers a GGSN initiated bearer modification. This
informs the UE about the fact that the QoS is decreased or even no more guaranteed for the concerned flow(s).

When the PDF received update or revoke request from the AF, the PDF shall send the appropriate update and revoke
request to the GGSN and the BCF if needed. The original resource may be modified or released.

Editor's Note: The static configuration mechanism may only work with a single BCF. Other mechanisms to select
BCF are FFS. Thisincludes selecting BCF in an external |P network with multiple BCFs.
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6.1.3 Procedures in the feedback based call admission control on-path
model

6.1.3.1 General

As part of session establishment, the current congestion condition of the external backbone | P network shall be obtained
by the media function (e.g. GGSN or another node in the IMS core).

The congestion condition indication is then provided to the CAC function which could be allocated to the media
function (e.g. GGSN, MRF) or to another IMS core node (e.g. PDF).

6.1.3.2 Procedures for feedback based call admission control with continuous
monitoring
6.1.3.2.1 Overview

There are two main procedures for the Feedback based Call Admission Control:
- provision of the feedback of the resource situation in the network;
- doing call admission control based on the collected information.

Two optional procedures can also be used in connection to this model:
- monitoring support in intermediate domains,

- providing feedback for rate control in case of persistent congestion.

6.1.3.2.2 Provision of feedback on resource situation

This feedback procedure is run continuously and it is done independently of any particular session. That is, packets
from any session can be used to carry information on the resource situation.
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Figure 6.1.3.2.2.1: Provision of feedback on resource situation

An P packet is sent from the source application. The packet is DiffServ marked for guaranteed QoS, e.g. with
Expedited Forwarding (EF).

The packet is received by an edge router. The edge router is configured with a policing function that remarks
packets - that are out of a preconfigured traffic profile (token bucket rate and size) for a corresponding flow
aggregate - to provide indication of potential resource limitation to the Media function. The traffic profile can be
set according to an engineered bandwidth limitation based SLAS or a capacity limitation of specific links.
Indication is generated before actual congestion is reached. Out-of-profile packets are marked to a second DSCP
(denoted in this example as EF’) that is associated with EF.

The traffic profile of this policing function should be lower than the bandwidth agreed in the SLA or bandwidth
available for EF traffic on links. The difference between the two profiles provides an interval where feedback on
resource limitation is already sent but actual resource limitation is not reached, which allows Media function
nodes to interpret the feedback and block new calls before reaching congestion.

The remarked packet is forwarded to next node.

The packet is received by the edge router of the next domain (new DiffServ domain and new backbone operator).
The next operator may have a different Diff Serv mapping scheme, so remarking EF packets to another DSCP
may be necessary (packets are still denoted by EF’ in the figure). Same policing function as described in 1. could
be executed by this edge router too. That is, if congestion is experience by this edge router then EF packets could
be remarked to EF' in this node too.

The packet is forwarded towards the destination.

A core router receives the packet.

It forwards the packet towards its destination using the scheduling queue indicated by the DSCP in the packet.
The DiffServ scheduler in routers are configured to use the same queue for packets marked with the original
DSCP (EF) and with the DSCP indicated resource limitation (EF’). These routers may implement policers to
remark packet so as edge routers. However, configuring policing function is not necessary in core nodes if
resource provisioning is solved within the domain with another method than feedback based admission control
(e.g. traffic engineered tunnels, overprovisioning).

The packet is received by an egress edge router. Procedures are the same asin step 1.
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5) The packet is received by an ingress edge router. Procedures are the same asin step 2.

6) Theremarked packet is received by the media function holding a Call Admission Control function. The amount
of remarked packets (EF') is counted in this node to provide the basis of call admission decisions for new flows.
Amount of remarked packetsis counted separately for flow aggregates, which are defined by source IP address
ranges.

Note that the size of the aggregates should be selected such that | P addresses belonging to different routes within
the inter-domain backbone I P network should belong to different aggregates. On the other hand, the size of
aggregates should preferably be large enough to ensure that new calls belong to aggregates where ongoing calls
provide feedback for admission control decision.

Configuration of aggregates could be made easier by using automatic aggregate creation based on a default
prefix value (or a set of default prefix values for different |P address ranges). The automatic operation would
mean that whenever a packet is received with source | P address that do not belong to any aggregate for which
remarking measurement is ongoing, then a new aggregate is created with the size of the default prefix value.

7) The packet is marked back to the original EF class and forwarded towards its destination.
Note that additional I P routers, Diff Serv domains and Media functions may reside between the given Media
function and the destination.

Notes:

- _The provision of feedback on resource situation as described in figure 6.1.3.2.2.1 and in the text above, is done
bi-directional. The figure only shows one direction, The call admission control is done in the destination or
receiving ends of each uni-directional path.

- A domain that does not support DiffServ or does not support marking for providing feedback information should
convey DSCP information without any modification.

- A domain that applies tunnelling techniques (MPLS or IP tunnel) and does not support marking for providing
feedback information should use the DiffServ marking of the inner header when the header of the tunnel is
removed.

- A domain that applies tunnelling techniques (MPLS or IP tunnel) and does support marking for providing
feedback -information to Media functions should set the outer header at the entry of the tunnel based on the DS
field of the IP packet (i.e. in MPLS, EF of EF’ should be mapped to different EXP codepoint (Experimental field
of MPLS header); and in IP, EF or EF should be written to DSfield of outer header) and map the outer header
to the DSfield of the IP packet at the end of the tunnel.

6.1.3.2.3 Performing Call Admission Control based on resource situation

The media function (e.g. GGSN, MRF) receives arequest to establish a media path. As part of the procedure, the media
function obtains the I P address for the requested source (e.g. as afilter from the PDF, in a H.248 request, etc). The
media function uses this | P address to check the resource situation along the path between source and the media
function.

As afirst step the admission control looks for an aggregate that includes the source | P address of the new flow.

If a corresponding aggregate is found and the current frequency of remarked packets for the aggregate is higher than a
preconfigured threshold, then the path in the network for the new flow is considered close to, or at its maximum limit.
Hence the request to setup the media path is rejected. If the remarking rate is below the preconfigured limit then the
flow is admitted.

If no corresponding aggregate is found then the flow is admitted. Proper provisioning (difference between traffic profile

for remarking and total agreed traffic profile in SLAS) should make possible to admit callsin these situations. By proper
sizing of the aggregates the probability of this situation should be minimized.
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Note that admission control decision is always related to the upstream part of the end-to-end path. That is, Media
function decides on resource availability along path from the source. In the case of bi-directional flows, two Media
functions are required: one in the source and another one in the destination domain.

Remarking and the usage of the feedback information shall be done separately for each DiffServ class. It may be done
only for high prioritized traffic, e.g. EF marked traffic, or for several or al used classes. Typically it isonly done for EF
marked traffic. This separation ensures that high priority traffic is admitted even if there is a congestion situation for
low priority traffic along the path.

6.1.3.2.4 Monitoring support in inter-mediate domains

Support of this method should not be monitored on a per-call basis. Monitoring on a per-route basis (i.e. route in the
transit part of the end-to-end path) is sufficient, that should be done in the management layer.

Whether or not inter-mediate domains convey feedback information can be monitored by sending EF marked packets
regularly but at avery low rate. In that case, a completely zero rate of EF packets means that inter-mediate networks do
not convey remarking information.

Another means to check this capability isto send ping packets with EF field (to be configured via pingCtIDSField
management object, see RFC 2925 [10]).

6.1.3.2.5 Providing feedback for rate control in case of persistent congestion

In parallel to blocking new calls, Media functions could also send notification to ongoing sessions to enforce rate
control when remarking rate of a given aggregate exceeds a preconfigured threshold.

6.1.3.3 Procedures for feedback based call admission control with RT-ECN probing
and continuous ECN monitoring

6.1.3.3.1 General

RT-ECN probe packets are sent as part of every call setup in order to check for congestion in the bearer path. RT-ECN
probe packets are only sent during call setup and until the call is answered or aborted in order to check for route
congestion. After call setup, route congestion is checked by continuous ECN monitoring of media packets.

For GPRS it is envisaged that RT-ECN probes will be sent between the caller’ s and the callee’s GGSN._For GPRS,
congestion in the access network is already controlled via standard GPRS QoS mechanisms.

For non GPRS it is envisaged that RT-ECN probes will be sent between the caller’s and the callee’' stermina (UE). For
non GPRS access networks where the access network’s QoS mechanisms can be used to reach the caller’ S/calleg’s
terminal (UE) the RT-ECN probe can alternatively be sent between the caller’s and callee’s Gateway (GGSN

equivalent).

For GPRS to non GPRS calls (and vice-versa) it is envisaged that the RT-ECN will be sent between the caller’s GGSN
and the callee' sterminal (UE) or between the caller’s GGSN and the callee’ s Gateway (GGSN equivalent).

Note: GPRS isthe only IP-CAN currently in scope of 3GPP TS 23.207 [4].

The ECN indications (in the IP header within the TOS byte) provided by the external backbone IP network shall be
used to indicate current congestion conditions in the backbone 1P network.

All packets marked with that DSCP and ECN capable will be measured and marked according to the congestion level.
The marking of packets with RT-ECN does not care what session and what kind of packet it is. The RT-ECN router
marking process just looks at the DSCP, the ECN capability and the traffic levels when deciding whether to mark the
ECN field. This means that ECN marking can provide feedback based congestion information continuously during a
session aswell as at call setup time.

For GPRS, aA check for available resource in Backbone Network using RT-ECN probe can be an additional step in the
GGSN before the UE-to-UE flow related to a specific PDP-Context is allowed and charged for. The CAC functionality
will need to be integrated to the PDP-Context processing in the GGSN wrt Gating function and its interface to the
CSCF functions.
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For non GPRS, a check for available resource (end to end) using RT-ECN can be an additional step in the call setup
procedure of the UE’s or Gateway (GGSN equivalent).

Note: GPRS isthe only IP-CAN currently in scope of 3GPP TS 23.207 [4].

Continuous monitoring of congestion can provide atrigger for reactive measures.

Each domain (intermediate | P network) must engineer how much Vol P traffic it wants to handle (thisis governed by its
business, how much VolP hasit charged its customers for, how many VolP SLA it has made with its peering domains,
etc). So each domain will have its own settings for the RT-ECN traffic levels.

One domain's RT-ECN traffic level DOES NOT need to be the same as another domain's. And most likely they are
totally different. When setting the RT-ECN traffic level, the largest possible AF session and the likelihood of multiple
simultaneous requests for AF sessions should be taken into consideration such that congestion should not occur.

6.1.3.3.2 Procedures in the GGSN

As part of session establishment to a GPRS connected UE, the current congestion condition of the external backbone IP
network shall be obtained by sending a RT-ECN probe(+P} packet from the caller’s GGSN, over the Gi interface, to the
callee’s GGSN using the callee’s | P address._ The terminating GGSN intercepts the RT-ECN probe packet and responds
with the current congestion condition.

Note: The choice of transport protocol for the RT-ECN probe packet needs to consider the monitoring of incoming
packets at the GGSN for detecting the RT-ECN probe packet. In this respect the choice of RT-ECN probe transport
protocol shall not lead to alarge processing impact to the GGSN.

For callsto anon GPRS connected UE, the current congestion condition of the external backbone | P network and
terminating access network shall be obtained by sending a RT-ECN probe packet from the caller’s GGSN, over the Gi
interface, to the callee’s UE using the callee’s | P address and port number. The UE or terminating Gateway responds
with the current congestion condition.

Note: GPRS isthe only IP-CAN currently in scope of 3GPP TS 23.207 [4].

The congestion condition indication (ECN marking) that is returned can be used for making application flow admission
control decisions. The result of this admission control decision is then provided to the UE using existing GPRS
signalling.

Continuous monitoring of congestion at the GGSN can provide atrigger for reactive measures.

7 Message flows

Editor's Note: This section will describe the message flows between functional elements contained in the different
enhanced E2E QoS architectures.

7.1 Message flows for the off-path IP QoS model

Editor's Note: The proceduresin this section should be aligned with PCC [i.e. 3GPP TR 23.803] once it isfinalized.

7.1.1  Authorize QoS resources, AF session establishment

Same as6.3.1in 3GPP TS 23.207 [4].

7.1.2  Authorize QoS resources, bearer establishment

This section provides the flows for bearer establishment, resource reservation and policy control with PDP Context
setup and external network inter-working.

The following figureis applicable to both the Maobile Originating (MO) side and the Mobile Terminating (MT) side.
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Figure 7.1.2.1: Authorize QoS resources, bearer establishment

The GGSN sends a REQ message with the Binding Information to the PDF in order to obtain relevant policy
information.

A PDF generated authorization token enables the PDF to identify the authorisation status information. If the
previous PDF interaction with that AF had requested this, or if the previous interaction with the AF did not
include service information, the PDF sends an authorisation request to that Application Function.

The AF sends the service information to the PDF.

The PDF shall authorize the required QoS resources for the AF session if the session description is consistent
with the operator policy rules defined in the PDF, and install the IP bearer level policy initsinternal database.
Thisis based on information from the Application Function.

The PDF sends a request for QoS resources of the externa 1P network to the BCF with service information,
which may include session description information based on the AF session signalling.

The PDF will receive the result of alocation resources from the BCF.
The PDF sends a DEC message back to the GGSN.

The GGSN sends a RPT message back to the PDF, which may also trigger a report message to be sent from the
PDF to the AF.

7.1.3 Enable media procedure

Same as 6.3.3in 3GPP TS 23.207 [4].
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7.1.4 Disable media procedure
Same as 6.3.4in 3GPP TS 23.207 [4].

7.1.5 Revoke authorization for GPRS and IP resources

GGSN PDF AF BCF

(1) Trigger

(2) Gg Revoke

(3) Gu bearer resource rd ease request

A 4

(4) Gu bearer resource rd ease ack

A

(5) DEC

A

(6) Disable the use of
authorized QoS resource

(7) Delete PDP Context Request
) (8) DRQ

A 4

(9) Gg Revoke Ack

Figure 7.1.5.1: Revoke authorization for GPRS and IP resources

1) AF session signaling message exchanges for e.g. AF session release or internal action at the AF triggers the need
to revoke the authorization.

2) The Application Function sends a message to the PDF to indicate the revocation.
Note: Steps 3 and 5 may be initiated in parallel.

3) The PDF sends a bearer resource rel ease request message to the BCF to release the resources of the external
network.

4) The BCF responses with a bearer resource release ack message to the PDF.
5) The PDF shall send a DEC (Decision) message containing revoke command to the GGSN.
6) The GGSN receives the DEC message, and disables the use of the authorized QoS resources.

7) The GGSN initiates deactivation of the PDP context used for the AF session, in case the UE has not done it
before.

8) Upon deactivation of the PDP Context, the GGSN sends a DRQ (Delete Request State) message back to the
PDF.

9) The PDF indicates the successful execution of the revoke indication.
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7.1.6 Indication of PDP context release
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(2) DRQ

A 4

(3) Gu bearer resource rd ease request

A 4

(4) Gu bearer resource rd ease ack
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—
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(6) Delete PDP Context Response

Figure 7.1.6.1: Indication of PDP context release

1) The GGSN receives a Delete PDP Context request for the PDP context related to the media flow.
2) The GGSN sends a DRQ message to the PDF.
Note: Steps 3 and 5 may beinitiated in parallel.

3) The PDF sends a bearer resource rel ease request message to the BCF to release the resources of the external
network.

4) The BCF responses with a bearer resource release ack message to the PDF.
5) The PDF indicates the bearer removal to the AF.

6) The GGSN sends the Delete PDP Context Response message to the SGSN to acknowledge the PDP context
deletion.
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7.1.7 Authorization of PDP context modification
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Figure 7.1.7.1: Authorization of PDP context modification

1) A request to modify the PDP context related to the media flow isindicated by sending the Update PDP Context
Request message to the GGSN.

2) The GGSN sends a REQ message to the PDF. If the GGSN has sufficient information to authorize this PDP
context modification request, then the GGSN does not send a REQ message to the PDF.

3) The PDF may send an authorization request to the Application Function. This may be the case if thiswas
requested from the AF at initial authorisation, and if PDF requires more information from the AF before
authorising the network resources modification.

4) The AF shall send serviceinformation for authorization of the bearer modification.

5) —The PDF sends a bearer resource update request message to the BCF to update the resources of the external
network if necessary.

6)_—The BCF responses with a bearer resource update ack message to the PDF.

7) The PDF receives the REQ message, notes the requested modification and informs the GGSN of the
authorization decision.

8) The GGSN sends a RPT message back to the PDF.

9) In casethe PDF had contacted the AF in step 3), then the successful installation of the decision is reported to the
AF.

10) If the PDF accepted the modification, the GGSN sends the Update PDP Context Response message to the SGSN
to acknowledge the PDP context modification.
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7.1.8 Indication of PDP context modification

Same as 6.3.7 in 3GPP TS 23.207 [4].

7.1.9 Update authorization procedure

GGSN PDF AF BCF

(1) Trigger

(2) Auth Update

(3) Update authorization
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| _ TR

(5) Gu bearer resource update ack

(7)Update Ack

Figure 7.1.9.1: Update authorization procedure

1) The AFistriggered to give updated service information to the PDF (e.g. as aresult of the modification of the
session at session control level).

2) The AF givesthe updated service information to the PDF.

3) The PDF updates the authorization for the session if the session description is consistent with the operator policy
rules defined in the PDF. In case the session modification requires enhancing the reserved resources, the PDF
may decide not to send an updated decision authorizing the enhanced QoS to the GGSN, but would rather wait
for a new authorization request from the GGSN.

4) In case the session modification affects the authorized resources, the PDF sends the resource update request
message to the BCF if necessary.

5) The BCF responses with a resource update ack message to the PDF.

6) In case the session modification affects the authorized resources, the PDF sends a DEC message to the GGSN to
enforce authorization according to the session modification. The GGSN updates the authorization. If the QoS of
the PDP context exceeds the updated authorized QoS and the UE does not modify the PDP context accordingly,
the GGSN shall perform a network initiated PDP context modification to reduce the QoS to the authorized level.
The GGSN sends a RPT message back to the PDF.
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7) The PDF sends an acknowledgement to the AF.

7.2 Message flows for the on-path IP QoS model

Editor's Note: It is FFS.

8 Security aspects

Editor's Note: This section will describe the security aspects that may need to be considered when providing E2E
QoS across networks not managed by 3GPP operators.

Editor's Note: The security of on-path and off-path model s needs to be explored in more detail or possibly removed
from this technical report.

8.1 Security aspects for the off-path model

The PDFs may authenticate with the BCFs mutually using authentication information in the SLA endorsed between
those entities when signalling connection being established between them to improve the security.

The signalling for 1P QoS is out-of-band and path-decoupled, which can be delivered on the dedicated link to avoid the
influences of the media flows.

Logical Bearer Network (LBN) may be planed and configured to separate real time service (voice and video service
etc.) flows from Internet data traffics in the external 1P network.

9 Charging aspects

Editor's Note: This section will describe the charging aspects that may need to be considered when providing E2E
QoS between operators and networks not managed by 3GPP operators.

10 Conclusions and recommendations

Editor's Note: This section will contain the conclusions and recommendations, if any, from this study.
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Annex A (informative):
QoS conceptual models

Al Scenarios

These scenarios give examples of concatenating QoS mechanismsin different parts of the network which together can
deliver an end-to-end QoS when UMTS network interacts with the external | P network. These scenarios are not
intended to describe the details of the interworking between the QoS mechanisms.

The scenario assumes that the GGSN supports label edge router (LER) functions, and the backbone | P network is
MPLS enabled. The UE may either provide an |P BS Manager or not.

The application layer (e.g. SIP/SDP) between the end hosts identifies the QoS requirements. The QoS requirements
determined from the application layer (e.g. 3GPP TS 23.228 [2] describes interworking from SIP/SDP to QoS
requirements) are mapped down to PDP context parameters in the UE.

In this scenario, the control of the QoS over the UMTS access network (from the UE to the GGSN) may be performed
either from the terminal using the PDP context signaling, or from the SGSN by subscription data.

The IP QoS for the downlink direction is controlled by the remote terminal up to the GGSN which may use the service
based policy decided by the PDF or the TFT.

The end-to-end QoS is provided by alocal mechanism in the UE, the PDP context over the UMTS access network,
MPLS L SP through the backbone I P network, and the same mechanism in the remote access network in the scenario
shown in the figure below. The GGSN provides the interworking between the PDP context and the MPLS L SP
function. However, the interworking may use information about the PDP context which is established, or be controlled
from static profiles, or dynamically through other means such as proprietary HT TP based mechanisms. The UE is
expected to be responsible for the control of the PDP context, but this may instead be controlled from the SGSN by
subscription.

QoS on remote access
link controlled by

QoS in backbone network controlled
by MPLS LSP with QoS capability.

The UE controls
the Qos mechanisms

QoS in UMTS controlled by
PDP context.

1 1 1 1
1 1 1 1
1 1 1 1
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— | () 1 ]
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1
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Figure A.1.1: QoS Control Based on Independent Resource Control of IP Backbone Network

Notes:

The solid horizontal lines indicate the mechanism that is providing QoS for the flow of datain the direction
indicated.

The dashed horizontal lines indicate where QoS control information is passed that is not directly controlling the
QoSin that link/domain.

The arrows on the horizontal lines indicate nodes that receive information about QoS from that mechanism, even
if that mechanism is not used to control the QoS over that link/domain.

The solid vertical lines indicate interworking between the different mechanisms.

In the figure, the term RAP refers to the Remote Access Point, and RUE is the Remote UE.

The TFT and UMTS QoS profile determines the QoS applicable over the UMTS access. However, the configuration of
the TFT or SBP may use the QoS profile to select the Diffserv, so there may be interworking between MPLS L SP flow
and the PDP Flow viathe TFT filters.
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Annex B (informative):
Examples of QoS provisioning schemes

B.1 Description of QoS provisioning schemes

B.1.1 General

The IP technology dees-ret-havesupports a elear-and-wel-definedfl exible scheme to provision QoS. tastead-mMany
different provisioning schemes are possible and have been described to try to solve the QoS problem. QoS provisioning
is donein each domain along the end-to-end path. The overall goal isto meet a specific contract (e.g. in terms of bitrate,
delay, jitter) in delivering a stream of | P packets from one host to another over multiple IP domains. This description
triesto give an overview over the most accepted QoS provisioning schemes. It should be noted that some of these
provisioning schemes are already deployed in commerual serwce prowder networks (e.g., over- prowsonl ng, Diff-Serv
based provisioning)se-fal ndal 3 ery 3y

B.1.2  Functionality of the application node to backbone interface

The possible QoS methods can be categorized according to the required functionality at the application node to
backbone interface. Forwarding of | P packets is a mandatory functionality of the IP backbone network, but additional
control functions can support QoS provisioning. Control functions must be supported on the both sides of the
application node to backbone interface. For example, assume that | P backbone network supports some kind of resource
reservation protocol then this functionality can only be used if the application node part also supportsit, i.e. the
application node should be able to request resources from the backbone network and it should be able block new
sessionsif there are no available backbone resources.

Possible information exchange methods between application node and | P backbone network are:

- noinformation exchange exists: Neither IP level resource reservation nor marking of user plane | P packetsis
used;

- indirect control information is provided from the backbone to the application node via marking user plane IP
packets (ECN, DSCP field marking);

- explicit control function: resource reservation protocol for traffic aggregates; and

- explicit control function: per-flow resource reservation.
Information exchange methods can also be possibly combined for optimal performance.

B.1.3  Over-provisioning

Application node No traffic limitation in client node Application node

Application Application
IP layer IP layer
IP user plane IP user plane

Figure B.1.3.1: Over-provisioning
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Over-provisioning uses the connection model described in subclause 5.2.3.

The over-provisioning model of ensuring QoS can work in networks with alow fraction of real-time traffic. An over-
provisioned network has a performance monitoring driven provisioning, re-dimensioning and extension of the network.
The network/path or link is extended when the utilization is reaching a certain level. There isno need to limit the traffic
in the application nodes. A well-managed and over-provisioned network should never be overloaded. However, un-
expected network conditions may require additional QoS mechanisms to be handled in an appropriate way.

The advantage with over-provisioning isthat it is simple — it is the Internet model. The drawbacks are that over-
dimensioning is needed, which may result in lower resource utilization. Another drawback is that over-subscription by
someone will affect everyone.

With an end-to-end view on QoS where often severa network domains are involved, over-provisioning should have a
role for ensuring QoS in sub-networks within different domains, rather than as a model ensuring it end-to-end.

B.1.4  Static provisioning

Application node Traffic limitation due to client node's CAC Application node
Application Application

CAC CAC
1P layer 1P layer

Figure B.1.4.1: Static provisioning

Static provisioning uses the connection model described in subclause 5.2.3.

A Call Admission Control (CAC) function residesin the application part of the application node. The network
dimensioning is based on the maximum limitsin the application node, i.e. the transport demand of each application
nodeislimited.

In the single operator case, traffic limits of application nodes are considered at dimensioning to avoid congestion in the
network, i.e. links are dimensioned to have enough capacity to carry the limited traffic without congestion.

In amulti-domain I P backbone network (see Figure B.1.4.1), operator domains are dimensioned separately. The main
task isto derive maximum limits for inter-domain links based on limitations of application nodes (and then the single-
domain dimensioning method can be used).

B.1.5 End-to-end measurement based admission control

Application node Application node

Application Application
MBAC MBAC
1P layer 1P layer

IP user plane IP user plane

Figure B.1.5.1: End-to-end MBAC
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E2E MBAC uses the connection model described in subclause 5.2.3.

Admission control isimplemented in the application part of the application nodes, illustrated as"MBAC" entity in
figure B.1.5.1. The admission control uses measurement on the payload traffic to predict the availability of bandwidth
in the network.

In the multi-domain case (see Figure B.1.5.1), the application of MBAC can be problematic if the MBAC uses
measurement on the payload traffic that is for other purposes or if it is not supported by some operator via the path.

B.1.6 Bandwidth broker

Application node Application node

Application Application
- -,
1B layer ey IP layer

Figure B.1.6.1: Bandwidth broker (BB)

Bandwidth Broker uses the connection model described in subclause 5.2.4 or 5.2.2, depending on if resource requests
are initiated from the application node itself or from a policy function external to the application node.

The Bandwidth Broker (BB) solution for QoS, comprises a centralized admission control server for QoS instead of
admission control functionality in the network or application nodes. Admission control is made "off-path" e.g. outside
the backbone network. BB can use knowledge of routing to better predict the link-load on the links in the backbone
network.

In inter-domain case (see Figure B.1.6.1), the communication of BBs of domains along the path is required. That is,
operators involved in the end-to-end backbone service have to be known in advance because this knowledge is required
to allocate resources along the path. All changes in the inter-domain routing have to be taken into account in this
solution to avoid inconsistency (the path of involved BBs are different from the actual path of the IP traffic).

Editor's Note: The term Bandwidth Broker might not be the final term. If another term such as BCF or Resource
Manager is more adequate is FFS.

B.1.7  Signalled provisioning

Application node Application node

Application Application
CAC . CAC '\\’
r

1P layer 2
res. reservation |

IP user plane

Figure B.1.7.1: Signalled provisioning

Signalled provisioning uses the connection model described in subclause 5.2.4.
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A dynamic and protocol driven admission control in the backbone network is the provisioning scheme showed in figure
B.1.7.1 above. Ininter-domain case, all domains have to support the applied signaling protocol.

The well known signalling protocol RSV P is for example described in RFC 2205 [6], RFC 2209 [7] and RFC 2210 [8].
There have been several areas of concern about the wide-scale deployment of RSVP. Thisisdiscussed in RFC 2208
[15]. A way to try to overcome these issues by using a single RSV P reservation to aggregate other RSV P reservations
across a backbone 1P network or transit routing region is described in RFC 3175 [16]. Thereis aso work in progress on
RSVP aggregation over MPLS TE Tunnels[17].

A recent initiative within IETF isNSIS (Next Stepsin Signaling). Intention is to standardize an | P signaling protocol
with QoS signaling as the first use case. Focus will be on atwo-layer signaling paradigm and re-use, where appropriate,
the protocol mechanisms of RSV P, while at the same time simplifying it and applying a more general signaling model.
For the latest output from the working group see [19], [20], [21] and [22].

B.1.8  Feedback based provisioning

Application node Application node
Marking
Application (e_g_ ECN) Application

CAC/rate-modification [fy.

IP layer ==
L= IP control plane |

/
i

'.‘ IP user plane

/

CAC/rate-modification [J~._

IPlayer ~  pe-----1
IP control plane |‘

IP user plane A

Figure B.1.8.1: Feedback based provisioning

Feedback based provisioning uses the connection model described in subclause 5.2.4.

The feedback-based solution relies on congestion indication from the network and the application node reacts with rate-
adaptation of the traffic source or with call blocking. One such method could be the use of Datagram Congestion
Control Protocol (DCCP - unreliable UDP with congestion control) and AMR. For more information on DCCP, please
refer to work in progress[23].

In inter-domain case (see Figure B.1.8.1), all domains have to support the congestion indication functionality including
aso the inter-domain connections. See RFC 3168 [14] for further description of Explicit Congestion Notification. There
is also recent work in progress on how the usage of ECN markings for real-time flows that use UDP [18].
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