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Introduction
This contribution discusses some remaining issues for specification regarding the DL/UL resource allocation. In particular, these topics are discussed in the following sections.
· Time domain resource allocation 
· Frequency domain resource allocation
· VRB-to-PRB mapping for frequency diversity

Time domain resource allocation
In RAN1 #91 [1], the following was agreed below to be captured in specifications.
Agreements:
· One table for UL, one table for DL configured by RRC in Rel-15
· Each table is up to 16 rows
· In the table, each row is configured by RRC with 
· K0 using 2 bits (for DL table),  K2 using 3 bits (for UL table)
· an index (6-bit) into a table/equation in RAN1 specs capturing valid combinations of start symbol and length (jointly encoded)
· PDSCH mapping type A or B
· The reference point for starting OFDM symbol:
· No RRC impact (e.g., slot boundary, start of CORESET where the PDCCH was found, or part of the table/equation in RAN1 specs. FFS details)
· Aggregation factor (1, 2, 4, 8 for DL or UL) is semi-statically configured separately (i.e. not part of table) 
· No additional RRC impact how to use the aggregation factor along with the tables

Hence, it was captured in the LS to RAN2 [2] that parameters above be introduced into RRC which are UE-specific. However, in the same meeting it was agreed that the following subset of parameters be made bandwidth part specific.

Agreements:
· Semi-static configuration of the set of values of K0, the set of values of K1 and the set of values of K2 for a UE can be BWP-specific
· Note: there is no BWP-specific default value(s) defined for K0/K1/K2 

Note that for consistent in configuration, all parameters related to the time domain resource allocation subsequently indicated as bandwidth part specific for RRC in the LS to RAN2 [2], and further (although inaccurately) captured in the RAN2 specification [3]. These paramters are as follows:
· K0
· K2
· Mapping-type
· Index-start-len
· index
· DL-data-DL-acknowledgement = {Slot-timing-value-K1}
· [bookmark: _Hlk503495029]UL-data-time-domain = {K2,Index-start-len,index}
· DL-data-time-domain = {K0,Mapping-type,Index-start-len,index}

However, the TS 38.214 specification [4] in subclauses 5.2.1.2 and 6.2.1.2 does not capture these parameters nor does it indicate a BWP specific dependence. Therefore we have the following proposal.

Proposal 1: The TS 38.214 subclauses 5.2.1.2 and 6.2.1.2 should be modified to reflect the use the BWP-specific parameters below (from [2]) with regard to the time-domain resource allocation signaling. (Further modification of names for consistency between TS 38.331 and TS 38.214 may be done as long as the overall procedure is unchanged.)
· K0
· K2
· Mapping-type
· Index-start-len
· index
· DL-data-DL-acknowledgement = {Slot-timing-value-K1}
· UL-data-time-domain = {K2,Index-start-len,index}
· DL-data-time-domain = {K0,Mapping-type,Index-start-len,index}

In RAN1 #91, there was an additional agreement on UE behavior which should be reflected in this subclause of the specification.
Agreements: 
· [bookmark: _Hlk503525615]UE is not expected to receive PDSCH type A in the same slot if the PDCCH monitoring is after the first two or three symbols of a slot
· Note: PUSCH mapping is up to MIMO decision

Therefore, we have the following proposal to capture this text in the specification.
Proposal 2: The TS38.214 subclause 5.2.1.2 should have the additional text related to UE behavior, “UE is not expected to receive PDSCH type A in the same slot if the PDCCH monitoring is after the first two or three symbols of a slot”

In RAN1 2017 AH#3 and later confirmed in the specification, it was decided that a cross-BWP scheduling DCI is a mechanism to trigger BWP switching:

Agreements:
· NR supports the case that a single scheduling DCI can switch the UE’s active BWP from one to another (of the same link direction) within a given serving cell
· FFS whether & how for active BWP switching only without scheduling (including the case of UL scheduling without UL-SCH)
For BWP switching, such cross-BWP scheduling DCI would have an indication of K0 or K2 for the delay between the DCI received in the original BWP, and the scheduled PDSCH or PUSCH respectively in the target BWP. As a result, K0 and K2 must support values that can at least accommodate BWP transition latency (for DL BWP and UL BWP switching respectively). In RAN1 #91, an LS (R1-1721712) was sent to RAN4 to determine BWP transition latency. Given that there has not been closure on the issue of BWP transition latency, it would be prudent to assume supporting a reasonably large upperbound for K0 and K2. It should be taken into consideration that K0/K2 are defined in slots which is numerology dependent, while BWP transition latency may not scale with numerology. Additionally, it was discussed in [7] that BWP-specific configurability for the values of K0/K2 were introduced so that a larger K0/K2 value can allow a BWP configuration to be further optimized for PDCCH monitoring, because it can take advantage of more time to transition to a BWP configuration supporting high data throughput in case large amount of data is scheduled. The field in DCI would allow 2-bits for indexing K0 values, but the value of K0 should not necessarily be constrained to values in the range of {0,1,2,3}; Likewise, 3-bits is allowed for indexing K2 values, but the value of K2 should not necessarily be constrained to the range of {0,1,2,…,7}. Taking all of the above considerations into account, we propose the following change to the configurability of K0 and K2 to address this, subject to further confirmation based on RAN4’s update and decision on BWP transition latency.


Proposal 3: The values of K0 which can be configured by RRC (to be indexed by 2 bits in DCI) should include {0,1,2,3,..,[40]}. The values of K2 which can be configured by RRC (to be indexed by 3 bits in DCI) should include {0,1,2,3,..,[40]}.

The notion of slot aggregation so far has only been realized in the following agreed procedure. However, this is also not accurately captured in TS 38.214. The main agreement from RAN1 AdHoc #3 is mentioned below although further agreements from subsequent meetings should also be captured (they are not listed here for brevity).

Agreements:
· For grant-based DL or UL, transmissions where a TB spans multiple slots or mini-slots can be composed of repetitions of the TB
· The repetitions follow an RV sequence 
· FFS how the sequence is defined in specification
· FFS if there is one repetition of the TB per slot in the case of repetitions using mini-slots
· FFS for grant-based DL or UL transmissions, if a TB can span multiple slots without repetitions

Moreover, this case of repetition is clearly suitable for link budget purposes, and as such would be better suited to rank-1 transmission. Also, the signaling for the RV sequence in the case of granted transmission was not clearly specified from past agreements.

Proposal 4: Regarding the support of TB repetition spanning multiple slots or mini-slots in NR specification
· When the UE is configured for repetition either on the downlink or the uplink, the maximum rank supported is 1.
· The RV field in DCI should correspond to the index among a set of configurable RV sequences to be used for the repetition.
· In TS 38.214 subclause 5.1.2.1, when the parameter aggregation-factor-DL is set > 1, it should be indicated in the text that the repetition of the TB is assumed across those number of aggregated slots. A similar text should appear in 6.1.2.1 with respect to the parameter aggregation-factor-UL. Further details of the rank and RV sequence to use in the repetition should be included consistent with RAN1 agreements and the above proposals.

Frequency domain resource allocation
The following agreement was made at RAN1 #90bis [5] regarding frequency domain resource allocation.
Agreements:
	
	Config 1
	Config 2

	X0 – X1 RBs
	RBG size 1
	RBG size 2

	X1+1 – X2 RBs
	RBG size 3
	RBG size 4

	…
	…
	…



· RRC selects config 1 or config 2
· One config (config 1) is the default until RRC configures otherwise
· The numbers ‘RBG size’ in the table are fixed in the spec
· The number of rows should be no more than [4-6]
· Same table for DL and UL
· The configuration for DL & UL is separate
· Same RBG size irrespective of the duration (slot vs. non-slot)

This was not further refined in RAN1 #91. Not that one important aspect to consider is DCI overhead when addressing wider bandwidths. It is beneficial not to the have the DCI overhead not to scale with bandwidth. Furthermore, the benefit of having to configurations is that there can be two levels of granularity for allocations which scale with bandwidth, while ensuring there is at least a fallback with efficient DCI overhead for better coverage. This was raised in a previous contribution [6].

Proposal 5: The RBG sizes in the above table should satisfy the following requirements
· For both configurations, the RBG sizes should scale up proportionally with bandwidth.
· Config 1 should have only RBG sizes 8 and 16 to allow for smaller DCI sizes and coarser scheduling granularity
· This should be the fallback (or default) configuration
· Config 2 may have additional RBG sizes of 2,4,8 and 16 to allow for larger DCI szes and finer scheduling granularity.

Finally, the configurability should be matched with the supported PRG sizes which are {2,4,full bandwidth}. One natural and consistent proposal to realize this would be the following table which is matched to “Table 5.2.1.4-2: Configurable subband sizes” of TS 38.214.

Proposal 6: The RBG sizes for config 1 and config 2 which can be selected by RRC are given in the table below.

	BWP size
	Config 1
	Config 2

	< 24 RBs
	4
	2

	24 – 72 RBs 
	8
	4

	73 – 144 RBs
	16
	8

	144 – 275 RBs
	16
	16



Additionally, for the 38.214 subclause 5.1.2.2.2 on downlink resource allocation type 1 does not preclude misalignment between the start/end of the allocation and the PRG grid. Including such a notion would help address the efficiency and improve the performance of the system. We therefore have the following proposal.

Proposal 7: The following text in TS 38.214 subclause 5.1.2.2.2 should be updated to remove the word “localized or distributed”:


[bookmark: _Hlk498008922]In downlink resource allocation of type 1, the resource block assignment information indicates to a scheduled UE a set of contiguously allocated localized or distributed virtual resource blocks within the active carrier bandwidth part of size  PRBs.

VRB-to-PRB mapping
In RAN1 #91, the following agreement made: 
Agreements: 
1. For downlink and OFDM uplink:
1. Block interleaver (similar to PDCCH) across whole BWP:
1. Interleaving unit configurable between 2 and 4 PRBs
1. The number of rows is harded to 2
1. The number of columns is given by the BWP size and number of rows
1. FFS other details (no additional RRC impact)



Note that the block interleaver is defined across the whole BWP, which is configured by two parameters,  and . Therefore, if the size of the BWP is not divided by the configured size of the interleaving unit (2 or 4 RBs), the BWP may contain partial interleaving units, whose sizes are smaller than the configured value. Some examples of such situations in DL VRB-to-PRB mapping are illustrated in Appendix 1.
Proposal 8: A BWP may contain a partial interleaving unit, whose size is smaller than the configured value. To support partial interleaving units both in DL and UL, the text proposal in Appendix 2 should be adopted for TS 38.211.

Conclusions
Proposal 1: The TS 38.214 subclauses 5.2.1.2 and 6.2.1.2 should be modified to reflect the use the BWP-specific parameters below (from [2]) with regard to the time-domain resource allocation signaling. (Further modification of names for consistency between TS 38.331 and TS 38.214 may be done as long as the overall procedure is unchanged.)
· K0
· K2
· Mapping-type
· Index-start-len
· index
· DL-data-DL-acknowledgement = {Slot-timing-value-K1}
· UL-data-time-domain = {K2,Index-start-len,index}
· DL-data-time-domain = {K0,Mapping-type,Index-start-len,index}

Proposal 2: The TS38.214 subclause 5.2.1.2 should have the additional text related to UE behavior, “UE is not expected to receive PDSCH type A in the same slot if the PDCCH monitoring is after the first two or three symbols of a slot”
Proposal 3: The values of K0 which can be configured by RRC (to be indexed by 2 bits in DCI) should include {0,1,2,3,..,[40]}. The values of K2 which can be configured by RRC (to be indexed by 3 bits in DCI) should include {0,1,2,3,..,[40]}.

 Proposal 4: Regarding the support of TB repetition spanning multiple slots or mini-slots in NR specification
· When the UE is configured for repetition either on the downlink or the uplink, the maximum rank supported is 1.
· The RV field in DCI should correspond to the index among a set of configurable RV sequences to be used for the repetition.
· In TS 38.214 subclause 5.1.2.1, when the parameter aggregation-factor-DL is set > 1, it should be indicated in the text that the repetition of the TB is assumed across those number of aggregated slots. A similar text should appear in 6.1.2.1 with respect to the parameter aggregation-factor-UL. Further details of the rank and RV sequence to use in the repetition should be included consistent with RAN1 agreements and the above proposals.

Proposal 5: The RBG sizes in the above table should satisfy the following requirements
· For both configurations, the RBG sizes should scale up proportionally with bandwidth.
· Config 1 should have only RBG sizes 8 and 16 to allow for smaller DCI sizes and coarser scheduling granularity
· This should be the fallback (or default) configuration
· Config 2 may have additional RBG sizes of 2,4,8 and 16 to allow for larger DCI szes and finer scheduling granularity.

Proposal 6: The RBG sizes for config 1 and config 2 which can be selected by RRC are given in the table below.

	BWP size
	Config 1
	Config 2

	< 24 RBs
	4
	2

	24 – 72 RBs 
	8
	4

	73 – 144 RBs
	16
	8

	144 – 275 RBs
	16
	16



Proposal 7: The following text in TS 38.214 subclause 5.1.2.2.2 should be updated to remove the word “localized or distributed”:


In downlink resource allocation of type 1, the resource block assignment information indicates to a scheduled UE a set of contiguously allocated localized or distributed virtual resource blocks within the active carrier bandwidth part of size  PRBs.
Proposal 8: A BWP may contain a partial interleaving unit, whose size is smaller than the configured value. To support partial interleaving units both in DL and UL, the text proposal in Appendix 2 should be adopted for TS 38.211.
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Appendix 1: DL VRB-to-PRB mapping examples
Example 1) One partial bundle at PRB bundle 0
	Parameters
	Derived parameters

	

	

	

	

	

	


	1
	13
	2
	2
	7
	4



· 
Size of VRB/PRB bundle 0: 



Figure 1. VRB-to-PRB mapping example 1


Example 2) One partial bundle at PRB bundle 
	Parameters
	Derived parameters

	

	

	

	

	

	


	0
	13
	2
	2
	7
	4



· 
Size of VRB bundle 5 or PRB bundle 6: 



Figure 1. VRB-to-PRB mapping example 2


Example 3) Two partial bundles at PRB bundle 0 and 
	Parameters
	Derived parameters

	

	

	

	

	

	


	1
	14
	2
	2
	8
	4



· 
Size of VRB/PRB bundle 0: 
· 
Size of VRB/PRB bundle 7: 



Figure 1. VRB-to-PRB mapping example 3

Appendix 2: Text proposal (TS 38.211)
The following text changes highlighted in green should be made to TS 38.211.
[bookmark: _Toc500952655]6.3.1.6	Mapping from virtual to physical resource blocks
Virtual resource blocks shall be mapped to physical resource blocks according to the indicated mapping scheme, non-interleaved or interleaved mapping.


For non-interleaved VRB-to-PRB mapping, virtual resource block   is mapped to physical resource block .
For interleaved VRB-to-PRB mapping, the mapping process is defined in terms of resource block bundles:




-	A resource block bundle is defined as a group of  consecutive resource blocks, where  is the bundle size provided by the higher-layer parameter VRB-to-PRB-interleaver. Resource block bundles partition the carrier bandwidth part , and at most one bundle, which are mapped to the highest frequency of the carrier bandwidth part, can have sizes smaller than .



-	There are  resource block bundles within carrier bandwidth part . The resource block bundles are indexed from 0 to . For physical resource block bundles, the index is in the order of increasing frequency.





-	If , virtual resource block bundle  is of size, where , and is mapped to physical resource block bundle .


-	Virtual resource block bundle  is mapped to physical resource block bundle  where 


7.3.1.6	Mapping from virtual to physical resource blocks
The UE shall assume the virtual resource blocks are mapped to physical resource blocks according to the indicated mapping scheme, non-interleaved or interleaved mapping.


For non-interleaved VRB-to-PRB mapping, virtual resource block   is mapped to physical resource block .
For interleaved VRB-to-PRB mapping, the mapping process is defined in terms of resource block bundles:




-	A resource block bundle is defined as a group of  consecutive resource blocks, where  is the bundle size provided by the higher-layer parameter VRB-to-PRB-interleaver. Resource block bundles partition the carrier bandwidth part , and at most two bundles, which are mapped to the lowest and highest frequencies of the carrier bandwidth part respectively, can have sizes smaller than .



-	There are  resource block bundles within carrier bandwidth part . The resource block bundles are indexed from 0 to . For physical resource block bundles, the index is in the order of increasing frequency.


-	If , virtual resource block bundle 0 has  consecutive resource blocks, and is mapped to physical resource block bundle 0.





-	If , virtual resource block bundle  has  consecutive resource blocks, where , and is mapped to physical resource block bundle .


-	Virtual resource block bundle  is mapped to physical resource block bundle  where





The UE may assume that the same precoding in the frequency domain is used across a bundle of common resource blocks numbered  where  and the bundle size  is given by the higher-layer parameter PDSCH-bundle-size if configured, otherwise by the DCI scheduling the transmission. The UE shall not make any assumption that the same precoding is used for different bundles of common resource blocks. 
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