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1. [bookmark: _GoBack]Introduction
In previous RAN1 meeting, it was concluded that RAN1 common understanding is that the PDCCH channel estimation complexity is not negligible at least in some cases, and followings were discussed;
	Conclusion:
· RAN1 common understanding is that the PDCCH channel estimation complexity is not negligible at least in some cases.
· FFS: Possible solutions to resolve the channel estimation complexity issue together with the impact on PDCCH blocking probability
· Opt.1: Define the limits of “the number of CCEs for PDCCH channel estimation which refers to the union of the sets of CCEs for PDCCH candidates”
· Note: the overlapped CCEs associated with different CORESETs are counted separately.
· FFS: CCEs for the same precoder-granularity are counted as one channel estimation
· FFS: whether/how to handle the variation on the actual number of CCEs for PDCCH channel estimation and BDs over time
· Application of overbooking is considered
· Strive for not having specific UE capability to report the maximum number of CCEs for PDCCH channel estimation.
· Study the solutions considering the cases 1-1, 1-2, 2, and 2’.
· Opt.2: Modify the hashing function
· Opt.3: Increase the size of the precoder granularity


In this contribution, we discuss how to define channel estimation complexity and resolve that issue.

2. Discussions
2.1. Channel Estimation Complexity
In LTE PDCCH, a channel estimation is performed using CRS, so a wideband channel estimation on CRS can be done and there is no need to perform channel estimation to each CCE. On the other hand, in NR, DMRS and REG bundle are used for channel estimation, and the number of channel estimation is increased dramatically compared to LTE PDCCH. In conclusion, the UE may not perform channel estimation in time on some cases.
There are three options for resolving channel estimation complexity issue. 
Option 1) the limited number of channel estimation
In option 1, it was proposed that the number of CCEs for PDCCH channel estimation which refers to the union of the sets of CCEs for PDCCH candidates is limited to “Y”. (Exact value of Y is FFS.) For this option, followings should be considered;
CCE counting rule
For candidates in a same CORESET, same properties (such as CCE-to-REG mapping, REG bundle size, precoder granularity, RS scrambling parameter, QCL, and REG & CCE indexing) are applied. So, the overlapped CCE among different candidates in a CORESET can be counted as one channel estimation. On the other hand, it is desirable that the overlapped CCEs between different CORESETs are counted separately even if same precoder granularity is applied, because associated CORESETs might have own CORESET configuration. For example, each CORSET has an own DMRS scrambling sequence initialization value, a UE should set the parameter based on a CORESET configuration.
In addition, the REG bundle size of a CORESET could be considered for counting CCEs. The MMSE channel estimation is general approach for a PDCCH decoding in NR, and matrix sizes for an MMSE algorithm depend on REG bundle size of a CORESET. It means that the number of multiplications could be increased dramatically when a large REG bundle size is used. 
The MMSE channel estimation can be described as follows;
 
where  is the autocorrelation of ,  is the cross-correlation matrix between the true channel vector and temporary channel estimate vector. 
A simple comparison among bundle sizes is as follows; (In this comparison, complexity for deriving matrix  and  is not considered. The number of multiplications is calculated per CCE.)
	REG bundle size
	
	
	
	# of multiplications

	2
	24x6 matrix
	6x6 matrix
	6x1 matrix
	3024

	3
	36x9 matrix
	9x9 matrix
	9x1 matrix
	6480

	6
	72x18 matrix
	18x18 matrix
	18x1 matrix
	24624


Table 1. The number of multiplications for channel estimation 
As shown in the table, the number of multiplications for channel estimations of a CCE is increased exponentially as the REG bundle size is increased. So, it is desirable that the REG bundle size of a CORESET should be reflected to count CCEs. For example, each REG bundle size can have a weight factor for counting CCE.
Candidate dropping rule
If the number of CCEs derived by the counting rule is larger than a limit for resolving channel estimation complexity issue, a UE should determine which candidates are skipped on configured blind decodings. A straightforward way is to give priority to a resource unit such as CORESET, search space, or candidate. A UE can perform blind decoding on candidates which has higher priority first. The priority can be determined considering CORESET configuration, search space type and/or aggregation level. For example, candidates included in CSS and/or GC CSS can have high priority. 
On the other hand, it can be also considered that there is a maximum channel estimation complexity that a UE supports per each numerology similar to blind decoding capability where the network ensures configuration would not exceed the UE capability. For both blind decoding and channel estimation, this can be inefficient as the network has to ensure configuration does not exceed UE capability in the worst case. For example, if multiple candidates share the same REG bundles, the overall channel estimations can be reduced. However, if it is ensured by configuration only, the network has to assume the worst case (e.g., no overlap between candidates) to estimate the channel estimation complexity as the overlapping among candidates can change over time depending on hashing function. Thus, it is desirable to allow configuration may exceed UE’s capability and then consider priority rules to drop. The same rules can be applied to both BD and channel estimation capabilities. 
Option 2) the modification of hashing function
From our perspective, option 2 means a nested structure. The nested structure is useful for decreasing channel estimation complexity, because a channel estimation of low aggregation level candidate can be reused for a high aggregation level candidate. However, since multiple CORESETs can be monitored in a same slot, option 1 may be still needed to control channel estimation complexity.

Option 3) higher precoder granularity
In our understanding, higher precoder granularity (e.g., inter-CCE bundling) cannot decrease channel estimation complexity as shown in Table 1. So, this option could be excluded. 

Proposal 1: The limitation of channel estimated CCEs is preferred for resolving channel estimation complexity issue.
Proposal 2: The CCE counting rule should be needed.
· The overlapped CCE between different candidates in a CORESET is counted as one channel estimation.
· The overlapped CCE between different candidates included in different CORESETs is counted separately.
· Different weight for each REG bundle size can be considered for CCE counting 
· One CCE is considered as one for channel estimated CCE if REG bundle size is 2 or 3
· One CCE is considered as two for channel estimated CCE if REG bundle size is 6
Proposal 3: A UE is expected to be configured with search space configurations which may lead larger number of channel estimated CCEs than the UE supports.
· The UE is not required to perform monitoring beyond its BD capability and channel estimation capability
· The UE can skip monitoring on candidates based on the priority rule
· Priority rule is determined between
· Priority can be given based on CORESET index
· Priority can be given based on AL from the highest AL to the lowest AL
· FFS whether to give highest priority on the AL used in the most recent DCI

2.2. BD Capability
In LTE, UE’s BD capability is hard-split between CSS and USS where BDs cannot be used for USS even if the UE does not monitor CSS in a subframe. In NR, so far, the maximum BD capability is agreed in a slot for slot/non-slot based scheduling. As it does not matter whether CSS or USS from BD perspective, it is generally desirable to allow flexibility to share BD capabilities across different SSs as long as the total BDs do not exceed UE capability. 
It is however notable that as search space set is configured with periodicity, depending on the configuration, it sometimes is difficult to fully utilize BD capability in all slots. For example, if CSS with 20 candidates is configured in every 5slot with offset 0, and USS is configured in every slot, the maximum number of candidates allocable to USS would be 24 if the UE capability is 44. This can be addressed by two approaches. First approach is to allow more flexible configuration such as periodicity and multiple occasions within that period. For example, to address the above case, one USS is configured in every slot with 24 candidates, and another USS with 5 slots with bitmap of [0 1 1 1 1] (i.e., no USS monitoring in first slot in every 5 slots) with 20 candidates can be configured. This can be also addressed by configuring different set of ALs/Candidates per each SS on different subset of slots. For example, 24 candidates are configured in slot 0, 5, 10, etc., and 44 candidates are configured in other slots. Another approach is to allow configuration may exceed UE capability even for BD. Then, a UE can skip monitoring on certain candidates depending on the priority. Either way, particularly for small number of UE BD capabilities (e.g., with 120 kHz SCS), more efficient means of utilizing all the capability seems necessary. 
Proposal 4: Support flexible BD sharing among multiple search space set configurations. Consider either enhancing search space set configuration or allowing configuration exceeding UE capability.
· If search space set configuration is enhanced, consider more flexible periodicity configuration
· If configuration exceeding UE capability is allowed, the same priority rule to skip monitoring on certain candidates is used between BD and channel estimation. 

3. Conclusion
In this contribution, we discuss channel estimation complexity issue and BD capability, and followings are proposed.
Proposal 1: The limitation of channel estimated CCEs is preferred for resolving channel estimation complexity issue.
Proposal 2: The CCE counting rule should be needed.
· The overlapped CCE between different candidates in a CORESET is counted as one channel estimation.
· The overlapped CCE between different candidates included in different CORESETs is counted separately.
· Different weight for each REG bundle size can be considered for CCE counting 
· One CCE is considered as one for channel estimated CCE if REG bundle size is 2 or 3
· One CCE is considered as two for channel estimated CCE if REG bundle size is 6
Proposal 3: A UE is expected to be configured with search space configurations which may lead larger number of channel estimated CCEs than the UE supports.
· The UE is not required to perform monitoring beyond its BD capability and channel estimation capability
· The UE can skip monitoring on candidates based on the priority rule
· Priority rule is determined between
· Priority can be given based on CORESET index
· Priority can be given based on AL from the highest AL to the lowest AL
· FFS whether to give highest priority on the AL used in the most recent DCI
Proposal 4: Support flexible BD sharing among multiple search space set configurations. Consider either enhancing search space set configuration or allowing configuration exceeding UE capability.
· If search space set configuration is enhanced, consider more flexible periodicity configuration
· If configuration exceeding UE capability is allowed, the same priority rule to skip monitoring on certain candidates is used between BD and channel estimation. 
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