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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
The following agreements/working assumptions were reached in previous RAN1 meetings:
Agreements: RAN1#90bis ‎[2]
· A DL (or UL) BWP is configured to a UE by resource allocation Type 1 with granularity as follows
· Granularity of starting frequency location: 1 PRB
· Granularity of bandwidth size: 1 PRB
· Note: The above granularity doesn’t imply that a UE shall adapt its RF channel bandwidth accordingly
Agreements: RAN1#91 ‎[3]
· One table for UL, one table for DL configured by RRC in Rel-15
· Each table is up to 16 rows
· In the table, each row is configured by RRC with 
· K0 using 2 bits (for DL table),  K2 using 3 bits (for UL table)
· an index (6-bit) into a table/equation in RAN1 specs capturing valid combinations of start symbol and length (jointly encoded)
· PDSCH mapping type A or B
· The reference point for starting OFDM symbol:
· No RRC impact (e.g., slot boundary, start of CORESET where the PDCCH was found, or part of the table/equation in RAN1 specs. FFS details)
· Aggregation factor (1, 2, 4, 8 for DL or UL) is semi-statically configured separately (i.e. not part of table) 
· No additional RRC impact how to use the aggregation factor along with the tables
Working assumption: RAN1#91 ‎[3]
Encode OFDM symbol start and length into the resource index RIV according to
L = length
S=start
if (L-1)<7 then
RIV=14(L-1)+S
else
RIV=14(14-L+1)+(14-1-S)
Agreements: RAN1#90bis [2]
· Calculate an “intermediate” number of information bits  where 
·  is the number of layers, 
·  is the modulation order, obtained from the MCS index
·  is the code rate, obtained from the MCS index
·  is number of resource elements
·  = Y * #PRBs_scheduled 
· When determining  (number of REs) within a slot
· [bookmark: OLE_LINK29][bookmark: OLE_LINK30][bookmark: OLE_LINK27][bookmark: OLE_LINK28]Determine X =  12* #OFDM_symbols_scheduled – Xd – Xoh 
· Xd = #REs_for_DMRS_per_PRB in the scheduled duration
· Xoh = accounts for overhead from CSI-RS, CORESET, etc. One value for UL, one for DL.
· Xoh is semi-statically determined
· Quantize X into one of a predefined set of values, resulting in Y
· [8] values
· Should allow for reasonable accuracy for all transmission durations
· May depend on the number of scheduled symbols
· FFS: floor, ceiling or some other quantization
· [bookmark: OLE_LINK37][bookmark: OLE_LINK39]Note: quantization may not be needed
· [bookmark: OLE_LINK13][bookmark: OLE_LINK22]FFS: Quantization step should ensure the same TB size can be obtained between transmission and retransmission, irrespective of the number of layers used for the retransmission. otherwise Xd has to be independent of the number of layers
· Obtain the actual TB size from the intermediate number of information bits according to the channel coding decisions
Working assumption: RAN1#91 ‎[3]
· Quantize X to Y according to
	X
	Y

	<=9
	6

	9<X<=15
	12

	15<X<=30
	18

	30<X<=57
	42

	57<X<=90
	72

	90<X<=126
	108

	126<X<=150
	144

	150<X
	156


Agreement: RAN1#90bis ‎[2]
· For DMRS for DFT-s-OFDM PUSCH with a hop, at least one DMRS symbol is included in each hop.
· For DMRS for DFT-s-OFDM PUSCH with a hop, at least support the first DMRS of the 2nd hop to be located on the first symbol of the PUSCH within that hop.
· FFS: another case for the location first DMRS of the 2nd hop in cases of collision with reserved resources on the uplink.
Agreements: RAN1#91 ‎[3]
· No additional RRC configuration is needed in determining the hopping boundary for PUSCH
Agreement: RAN1-NR#3 ‎[1]
[bookmark: _Hlk493694228]Different CQI tables can be configured to a UE at least in order to support different maximum order of modulations
· FFS: Whether the different CQI tables should consider minimum coding rate
Agreement: RAN1-NR#3 ‎[1]
· NR supports both slot based PDCCH and PDSCH, and non-slot based PDSCH transmissions for RMSI/broadcast OSI delivery
· For the non-slot based transmission, 2, 4 and 7 OFDM-symbol duration for the RMSI/broadcast OSI PDSCH is supported
· FFS the handling of PDCCH for non-slot based transmissions
Agreements: RAN1#90bis ‎[2]
· NR supports both slot based PDCCH, PDSCH and PUSCH, and non-slot based PDSCH/PUSCH transmissions for Msg2/Msg3/Msg4 transmission
· For the non-slot based transmission, 2, 4 and 7 OFDM-symbol durations for the PDSCH/PUSCH is supported
· FFS the handling of PDCCH for non-slot based transmissions
· FFS Time gap during RACH procedure applied to non-slot based transmissions
· Note: Whether to support simultaneous uplink transmission of slot and non-slot based transmission from UE’s perspective will be finalized in the control channel session
[bookmark: OLE_LINK73][bookmark: OLE_LINK74]In this contribution, some of remaining issues of resource allocation in both time and frequency domain as well as TBS determination are discussed. 
[bookmark: OLE_LINK10][bookmark: OLE_LINK11]Frequency-domain resource allocation
RBG size determination
In RAN1#90bis ‎[2], it was agreed that RBG size is determined based on Table 1.
[bookmark: _Ref497220958]Table 1. RBG table agreed in RAN1#90bis ‎[2].
	BWP bandwidth
	Config 1
	Config 2

	X0 – X1 RBs
	RBG size 1
	RBG size 2

	X1+1 – X2 RBs
	RBG size 3
	RBG size 4

	…
	…
	…


We have two considerations for the RBG table:
· The first consideration is to align with the agreements on CSI subband table, which is given in Table 2, whereby the range value of 72, 144 and 275 can be adopted directly in the RBG table, and to further support the RBG size of 2, a value of 36 can be further added as a boundary for RBG table to align the bits for the boundary values, which is shown in the first column in Table 3. In this way, for Config 1, 18 bits are enough for RA field for all BWP bandwidths. 
[bookmark: _Ref502856403][bookmark: _Ref502856341]Table 2. CSI subband size table
	Carrier bandwidth part (PRBs)
	Subband Size (PRBs)

	< 24
	N/A

	24 – 72
	4,8

	73 – 144
	8,16

	145 – 275
	16,32


· The second consideration is to support the same RBG size for BWPs with different sizes. It can reduce the collision probability of resource allocation, and further improves the spectrum efficiency as shown in Figure 1, which is a simple simulation of resource allocation collision probability with the increasing number of UEs. Alt1 is to set different RBG sizes for different BWPs (50% of UEs adopt BWP with 50RBs (RBG=4) and 50% of UEs adopt BWP with 100RBs (RBG=8)) and Alt2 is to set the same RBG size for different BWPs (50% of UEs adopt BWP with 50RBs (RBG=4) and 50% of UEs adopt BWP with 100RBs (RBG=4)). Collision is defined as the case that there is no available resource for a UE. The probability of collision is defined as the {Number of collision UEs/Total number of UEs}. It can be observed that the same RBG size for different BWPs can obviously reduce the probability of collision.  
[image: ]
[bookmark: _Ref498358552]Figure 1. Probability of collision with different or same RBG size for BWPs with different sizes.
Based on the analysis above, the RBG size table can be designed as follows: 
[bookmark: _Ref498594472]Table 3. RBG table
	BWP bandwidth
	Config 1
	Config 2

	<=36
	2
	4

	37-72
	4
	8

	73-144
	8
	16

	>=145
	16
	8


Mapping from virtual to physical resource blocks


Distributed mapping from virtual to physical RBs using a bundle-based interleaver was agreed in NR. Specifically, virtual RB bundle  is firstly determined based on common RBs and then mapped to physical RB bundle  using the following formulas ‎[4]:



where  is the size of the carrier bandwidth part in which the PUSCH/PDSCH is transmitted.

However, there are still some error cases for a UE mapping to physical RB using the current interleaver. These mainly result from the uncertainty of the virtual RB bundle related to the number of physical RBs smaller than , as well as the uncertainty during the mapping to the assigned virtual RBs.



For example, consider a bandwidth part with 9 RBs with the bundle size equal to . If virtual RB bundle indexed with  is assigned to the UE, then the index of the associated physical RB bundle is , corresponding to the physical RBs indexed with 8 and 9. However, there is no physical RB 9 within the carrier bandwidth part. This will thus be an error case since the UE is not expected to transmit/receive in an RB outside of the carrier bandwidth part.
Specifically, such error case happens because in the current interleaver the single null is inserted in the last row of the last column. A simple way to solve this problem is to insert the null in the first row of the last column. For the example mentioned above, the interleaver matrix by writing the virtual RB bundle row by row is as follows:







Note that by doing so, the virtual RB bundle  is associated with the physical RB bundle, corresponding to the physical RBs 6 and 7. In addition, in 38.211 v15.0.0, the descriptions of mapping from virtual to physical resource blocks are misaligned with agreements in RAN1#90bis ‎[2] because the granularity of bandwidth part size is 1 PRB, and thus,  will appear in some cases. If , the UE can always make an assumption that the virtual RB bundle with the largest index (e.g., 4 in the example above) is of size, so that this will cause no mistake during the mapping to assigned virtual RBs. Detailed text proposal in 38.211 v15.0.0 can be found in the following:
Text proposal in 38.211 v15.0.0:
[bookmark: OLE_LINK52][bookmark: OLE_LINK53][bookmark: OLE_LINK21][bookmark: OLE_LINK62]--------------------------------------------------< Unchanged parts are omitted >--------------------------------------------------
[bookmark: _Toc500952655]6.3.1.6	Mapping from virtual to physical resource blocks
Virtual resource blocks shall be mapped to physical resource blocks according to the indicated mapping scheme, non-interleaved or interleaved mapping.


For non-interleaved VRB-to-PRB mapping, virtual resource block  is mapped to physical resource block .
For interleaved VRB-to-PRB mapping, the mapping process is defined in terms of resource block bundles:






[bookmark: OLE_LINK8][bookmark: OLE_LINK9][bookmark: OLE_LINK51][bookmark: OLE_LINK38][bookmark: OLE_LINK44][bookmark: OLE_LINK49][bookmark: OLE_LINK45][bookmark: OLE_LINK48][bookmark: OLE_LINK50][bookmark: OLE_LINK59]-	The total number of resource block bundles for an uplink carrier bandwidth part size  is given by , where  of the resource block bundles are of size  provided by the higher-layer parameter VRB-to-PRB-interleaver. If , the last resource block bundle is of size.



[bookmark: OLE_LINK82][bookmark: OLE_LINK83][bookmark: OLE_LINK60][bookmark: OLE_LINK61]-	Physical resource block bundle numbers are written row by row in the rectangular matrix, and read out column by column. If , a null is inserted in the last column of the first row, whereand  . Null is ignored when reading out.



-	Resource block bundle  is defined as resource blocks  where  is the bundle size provided by the higher-layer parameter VRB-to-PRB-interleaver


-	Virtual resource block bundle  is mapped to physical resource block bundle  where 



	with  representing the size of the carrier bandwidth part in which the PUSCH is transmitted.
--------------------------------------------------< Unchanged parts are omitted >--------------------------------------------------
[bookmark: OLE_LINK54]7.3.1.6	Mapping from virtual to physical resource blocks
The UE shall assume the virtual resource blocks are mapped to physical resource blocks according to the indicated mapping scheme, non-interleaved or interleaved mapping.


For non-interleaved VRB-to-PRB mapping, virtual resource block  is mapped to physical resource block .
For interleaved VRB-to-PRB mapping, the mapping process is defined in terms of resource block bundles:






-	The total number of resource block bundles for an uplink carrier bandwidth part size  is given by , where  of the resource block bundles are of size  provided by the higher-layer parameter VRB-to-PRB-interleaver. If , the last resource block bundle is of size.



[bookmark: OLE_LINK80][bookmark: OLE_LINK81]-	Physical resource block bundle numbers are written row by row in the rectangular matrix, and read out column by column. If , a null is inserted in the last column of the first row, whereand  . Null is ignored when reading out.



-	Resource block bundle  is defined as resource blocks  where  is the bundle size provided by the higher-layer parameter VRB-to-PRB-interleaver


-	Virtual resource block bundle  is mapped to physical resource block bundle  where 



	with  representing the size of the carrier bandwidth part in which the PDSCH is transmitted.



The UE may assume that the same precoding in the frequency domain is used across a bundle of common resource blocks numbered  where  and the bundle size  is given by the higher-layer parameter PDSCH-bundle-size if configured, otherwise by the DCI scheduling the transmission. The UE shall not make any assumption that the same precoding is used for different bundles of common resource blocks.
--------------------------------------------------< Unchanged parts are omitted >--------------------------------------------------
Based on the above discussions, we have the following proposal:

Proposal 1: If , then
· 
The last virtual (physical) RB bundle in the carrier bandwidth part contains  virtual (physical) RBs
· The single null is inserted in the first row of the last column of the interleaver matrix and is ignored when read out.
Before mapping from virtual to physical resource blocks, in the current TS38.211, the complex-valued symbols are mapped to virtual resource blocks without differentiate between resource allocation type 0 and type 1. However current descriptions in TS38.211 of mapping to virtual resource blocks are misaligned with the descriptions in TS38.212 and the resource allocation type 0 in TS38.214. Some solutions as well as a TP are provided in ‎[5]. 
Time domain resource allocation
It was agreed in RAN1 #91 that one table for UL and DL configured by RRC separately and each table is up to 16 rows. In the table, each row is configured by RRC with 
· K0 using 2 bits (for DL table),  K2 using 3 bits (for UL table)
· [bookmark: OLE_LINK1][bookmark: OLE_LINK2]an index (6-bit) into a table/equation in RAN1 specs capturing valid combinations of start symbol and length (jointly encoded)
· PDSCH mapping type A or B.
The encoding formula for OFDM symbol start and length is revised as follows, which has been captured in specification ‎[6].
L = length
S=start
[bookmark: OLE_LINK7]if (L-1)7 then
RIV=14(L-1)+S
else
RIV=14(14-L+1)+(14-1-S)
[bookmark: OLE_LINK576][bookmark: OLE_LINK577]According to the revised formula, the RIV table is given in Table 4.
[bookmark: _Ref503527497][bookmark: OLE_LINK136][bookmark: OLE_LINK137]Table 4. RIV corresponding to the revised formula
	Length
	start
	RIV

	1
	0~13
	0~13

	2
	0~12
	14~26

	3
	0~11
	28~39

	4
	0~10
	42~52

	5
	0~9
	56~65

	6
	0~8
	70~78

	7
	0~7
	84~91

	8
	0~6
	[bookmark: OLE_LINK16][bookmark: OLE_LINK19][bookmark: OLE_LINK20][bookmark: OLE_LINK151]98~104

	9
	0~5
	92~97

	10
	0~4
	79~83

	11
	0~3
	66~69

	12
	0~2
	53~55

	13
	0~1
	40~41

	14
	0
	27



It can be seen from Table 4 that 6 bits are not enough to indicate all the 105 RIV values, because the 6 bits support up to 64 values. Especially, the RIV values corresponding to length=7, which is a typical length used in data transmission, cannot be supported using 6 bits. So it is inflexible to use 6 bits to indicate RIV values. There are two methods to solve this problem.
[bookmark: OLE_LINK64][bookmark: OLE_LINK65]The first method is to use 7 bits in higher layer signaling to indicate all the combinations of start symbol and length, so the flexibility could be guaranteed.
The second method is to select at most 64 suitable RIVs from all the 105 combinations. Two options could be used in this regard:
· Option 1: choosing combinations whose lengths are fixed, for example, the length of the selected combinations could be 1, 2, 4, 7, 14 or 2, 4, 7, 14, which can meet the latency requirement of URLLC and transmission requirement of other services at the same time. There should be a table in RAN1 or RAN2 specifications to list all the selected combinations, and then the 6-bit index could be used to configure the time domain resource table. Or the table is not fixed in specification, and there could be a rule to decide relationship of the 6-bit index and the RIV value.
· [bookmark: OLE_LINK302][bookmark: OLE_LINK303][bookmark: OLE_LINK295][bookmark: OLE_LINK296][bookmark: OLE_LINK300][bookmark: OLE_LINK301][bookmark: OLE_LINK297][bookmark: OLE_LINK138][bookmark: OLE_LINK139][bookmark: OLE_LINK304][bookmark: OLE_LINK305][bookmark: OLE_LINK125][bookmark: OLE_LINK126][bookmark: OLE_LINK140][bookmark: OLE_LINK141][bookmark: OLE_LINK331][bookmark: OLE_LINK332]Option 2: choosing combinations according to PDCCH monitoring occasion/periodicity. It is agreed in RAN1 #90bis that the PDCCH monitoring occasion/periodicity can be configured by UE-specific RRC signaling. For example, the value is selected from {1-slot, 2-slot, 1st symbol, 2nd symbol …}. For different traffic transmissions, UE will be configured with different PDCCH monitoring occasions/periodicities. In order to reduce the DCI overhead of time-domain resource allocation, multiple UE-specific RIV sets could be designed for different PDCCH monitoring occasions/periodicities. If the PDCCH monitoring occasion/periodicity is smaller than one slot, the combinations of starting symbol and length is indicated by a smaller RIV set with less bits. For example, the RIV set can include the length 2~7 shown in Table 5. For each PDCCH monitoring occasion/periodicity equal or larger than one slot, a specific table with more bits can be designed. For example, the RIV set can include the length 7~14 shown in Table 6. Using this approach, UE can determine the RIV set by PDCCH monitoring occasion/periodicity and at most 64 suitable RIVs will be used for time domain resource allocation. 
[bookmark: _Ref503527552]Table 5. RIV set for PDCCH monitoring occasion/periodicity smaller than one slot
	Index
	RIV
	start
	Length

	0~13
	0~13              
	0~13
	1

	14~26
	14~26              
	0~12
	2

	27~37
	42~52    
	0~10
	4

	38~46
	70~78    
	0~8
	6

	47~54
	84~91  
	0~7
	7


[bookmark: _Ref503527578]Table 6. RIV set for PDCCH monitoring occasion/periodicity equal or larger than one slot
	Index
	RIV
	start
	Length

	0~12
	14~26
	0~12
	2

	13~23
	42~52
	0~10
	4

	24~31
	84~91 
	0~7
	7

	32~38
	98~104
	0~6
	8

	39~43
	79~83
	0~4
	10

	44~46
	53~55 
	0~2
	12

	47
	27
	0
	14



[bookmark: OLE_LINK66][bookmark: OLE_LINK67][bookmark: OLE_LINK68][bookmark: OLE_LINK71][bookmark: OLE_LINK14][bookmark: OLE_LINK15]Proposal 2: 7 bits used for time-domain resource allocation in higher layer signaling should be considered.  
For DL fallback DCI, used for RMSI/OSI/paging/Msg2/Msg4 scheduling, there is no RRC configuration, so the time domain resource table should be predefined. The most straightforward method is to predefine one entry, such as the length=one slot. But considering the control plane latency requirement, slot-based scheduling may not be enough and it has been agreed that for the non-slot based transmission, 2, 4 and 7 OFDM-symbol duration for the RMSI/broadcast OSI PDSCH is supported. For example, the time domain resource allocation table for DL fallback DCI could be as in Table 7, and the reference point for starting OFDM symbol could be slot boundary. 
[bookmark: _Ref503527612]Table 7. Time-domain resource table for DL fallback DCI
	index
	K0
	start
	Length
	PDSCH mapping type

	0
	0
	0
	2
	Type B

	1
	0
	0
	4
	Type B

	2
	0
	0
	7
	Type B

	3
	0
	0
	13
	Type A



For UL fallback DCI, used for Msg3 scheduling, there is no RRC configuration, so the time domain resource table should be predefined. It has been agreed that for the non-slot based transmission, 2, 4 and 7 OFDM-symbol durations for the PUSCH is supported. For example, the time domain resource allocation table for UL fallback DCI could be as in Table 8, and the reference point for starting OFDM symbol could be slot boundary. 
[bookmark: _Ref503527641]Table 8. Time-domain resource table for UL fallback DCI
	index
	K2
	start
	Length
	PDSCH mapping type

	0
	2
	0
	2
	Type B

	1
	2
	0
	4
	Type B

	2
	2
	0
	7
	Type B

	3
	3
	1
	12
	Type A



Proposal 3: For DL fallback DCI, the time domain resource table should be predefined as following:
	index
	K0
	start
	Length
	PDSCH mapping type

	0
	0
	0
	2
	Type B

	1
	0
	0
	4
	Type B

	2
	0
	0
	7
	Type B

	3
	0
	0
	13
	Type A



Proposal 4: For UL fallback DCI, the time domain resource table should be predefined as following:
	index
	K2
	start
	Length
	PDSCH mapping type

	0
	2
	0
	2
	Type B

	1
	2
	0
	4
	Type B

	2
	2
	0
	7
	Type B

	3
	3
	1
	12
	Type A


It could be seen from the agreement that there should be one table for UL and one table for DL configured by RRC in Rel-15 and each table is up to 16 rows. But to our understanding, for different non-fallback DCI formats, the number of rows of the table should be different. For example, for compact DCI with 2 symbol monitoring periodicity used to scheduling URLLC, there could be only one entry in the configured table, then the time domain resource allocation field could be removed. For DCI scheduling some less urgent traffic, there could be more entries in the configured table and the time domain resource allocation field could use more bits.
Based on the above discussion, the time domain resource allocation table with different number of rows should be configured for different non-fallback DCI formats, thus different non-fallback DCI formats can use different field size for time domain resource allocation. 
Proposal 5: The time domain resource allocation table with different number of rows should be configured for different non-fallback DCI formats.
[bookmark: OLE_LINK69][bookmark: OLE_LINK70]Slot aggregation
For the data scheduling with slot aggregation, there are following possible options:
· Opt 1: One TB is repeated over multiple slots.
· Opt 2: One TB spans multiple slots without repetitions
· Opt 2-1: TBS depends on the number of resources within a slot, i.e. low code rate transmission.
· Opt 2-2: TBS scales proportional to the number of slots.
· Opt 3: Single DCI schedules multiple TBs on multiple slots.
[bookmark: OLE_LINK225][bookmark: OLE_LINK226]For Opt 2, in order to avoid UE’s complexity, an integer number of CBGs within a slot can be considered as shown in Figure 2. Through this way, UE can do self-decoding for each slot.
[image: ]
[bookmark: _Ref503527688]Figure 2. Integer number of CBGs within a slot
[image: C:\Users\m00904687\Desktop\111.png]       [image: ]
[bookmark: _Ref503527723][bookmark: _Ref502938698]Figure 3. Low coding rate (Opt 2-1) vs repetitions (Opt 1) at different effective code rates
The first motivation of slot aggregation is that it is useful for supporting longer scheduling duration for certain traffics in order to reduce signaling overhead. Based on this point, at least Opt 2-2 or Opt 3 can be supported. Another motivation of slot aggregation is to improve spectrum efficiency for e.g. eMBB large packet, which is particularly important at sub 6GHz. 
To verify the latter, a simulation is conducted for comparison between Opt 1 and Opt 2-1, as shown in Figure 3 above. In the simulation, for repetition the RV order [0 2 3 1] is implemented; while BLER results of the effective code rate@1/3(left hand) and @1/6 (right hand) are given respectively. It is observed that Opt 2-1 has around 0.2 dB gain compared to Opt 1 for the cases of the effective code rate@1/3. The gain shrinks as the code rate is low. Other results not provided here also show that the gain could increase as the code rate is high. Based on this point, both Opt 1, i.e., repetition, and Opt 2-1, i.e., no repetition but with single RV and low coding rate should be supported, targeting different use cases. 
Furthermore, a system-level simulation is provided for comparison between Opt 1 and Opt 2-1, as shown in Figure 4-Figure 6 below. Figure 4 is based on full-buffer traffic while Figure 5 and Figure 6 are based on burst traffic. Here, the slot aggregation number for Open-loop MIMO (OL-MIMO) and Close-loop MIMO (CL-MIMO) in the simulations are 10 and 8, and the w/o slot aggregation is adopted as comparable baseline with the overhead and evaluation assumptions as illustrated in appendix A. The evaluation results show that for full-buffer traffic, the slot aggregation provides up to 21% gain for cell-average throughput, benefiting from PDCCH overhead reduction. For Burst traffic, the slot aggregation provides up to 12%-127% gain for 50% UPT with packet size of 0.1 Mbytes and 27%-144% gain for UPT 50% with packet size of 0.5 Mbytes, which benefit from reduced packet transmission time and waiting time, since more resources can be used for data transmission. 
[image: ]
[bookmark: _Ref503527785]Figure 4. LTE-A baseline vs NR slot aggregation (Full-buffer)
[image: ]
[bookmark: _Ref503527816]Figure 5. LTE-A baseline vs NR slot aggregation (CL-MIMO Burst traffic: packet size=0.1 Mbyte)
[image: ]
[bookmark: _Ref503527793]Figure 6. LTE-A baseline vs NR slot aggregation (CL-MIMO Burst traffic: packet size=0.5 Mbyte)
Based on the above analysis, we propose that a TB can span multiple slots without repetitions for grant-based DL or UL transmissions. 
Proposal 6: For grant-based DL or UL transmissions, a TB can span multiple slots without repetitions.
TBS determination
[bookmark: OLE_LINK42][bookmark: OLE_LINK43]In RAN1 #90bis meeting, it is agreed that quantization may not be needed ‎[2]. According to RAN1 #91 meeting, it is a working assumption to quantize X to Y according to Table 9. However, the quantization range as below is too big and can raise some critical issues.
[bookmark: _Ref503527909]Table 9. Quantization of X to Y ‎[3]
	X
	Y

	<=9
	6

	9<X<=15
	12

	15<X<=30
	18

	30<X<=57
	42

	57<X<=90
	72

	90<X<=126
	108

	126<X<=150
	144

	150<X
	156



[bookmark: OLE_LINK57][bookmark: OLE_LINK58]Firstly, the quantization will not ensure the same TB size can be obtained between transmission and retransmission, although it can reduce the probability of difference between initial transmission TBS and retransmission TBS. For example, if the number of scheduled RBs/symbols is changed, it will be hard to find the combination of quantization and MCS indication to ensure the same TBS. 
[bookmark: OLE_LINK35][bookmark: OLE_LINK36]Secondly, the quantization together with semi-static configuration of only one Xoh value will cause the error between real TBS and calculated TBS as shown in Table 10. The error will reduce the peak rate and throughput in some cases. 
[bookmark: _Ref503527964][bookmark: OLE_LINK32][bookmark: OLE_LINK40]Table 10. Error between real TBS and calculated TBS with quantization
	Slot configuration
	Slot format 0: Downlink only slot
	Slot format 24：
  GAP 4 , DL 8, UL2

	Typical case: SU
	[bookmark: OLE_LINK23][bookmark: OLE_LINK24]Without SSB; 
CSI-RS: 24
	[bookmark: OLE_LINK25][bookmark: OLE_LINK26]Without SSB; 
CSI-RS: 12
	Without SSB;
CSI-RS: 4
	without SSB;
without CSI-RS
	With SSB; 
[bookmark: OLE_LINK5][bookmark: OLE_LINK6]without CSI-RS

	PDSCH symbols
	14
	14
	14
	8
	8

	DMRS RE/RB
	8
	8
	8
	8
	8

	PDCCH CCE
	4
	4
	4
	4
	4

	CSI-RS RE/RB
	24 
	12
	4 
	0
	0

	Xoh
	18
	6
	0
	0
	0

	RE/RB: X
	142
	154
	160
	88
	88

	Real RE/RB
	135
	147
	155
	87 
	87 

	Quantization RE/RB: Y
	144
	156
	156
	72
	72

	MCS Index
	27
	27
	27
	27
	27

	RB_NUM
	273
	253
	273
	273
	253

	Layer number
	4
	4
	4
	4
	4

	Error of quantization RE
	6.7%
	6.2%
	0.7%
	-17.2%
	-17.1%

	[bookmark: OLE_LINK31]The peak rate TBS with quantization REs (/[1000] bit)
	1115 
	1213 
	1278 
	590 
	541 

	[bookmark: OLE_LINK3][bookmark: OLE_LINK4]The peak rate TBS with real REs (/[1000] bit)
	1082 
	1180 
	1246 
	705 
	656 

	Error of TBS
	3.1%
	2.8%
	2.6%
	-16.3%
	-17.5%



Thirdly, the error of quantization RE will cause the case that the MCS is not continuous, and the algorithm of AMC is complex and difficult to converge. Furthermore, the higher MCSs are not useful for UE because the quantization makes the real code rate bigger than 0.95, which may reduce the peak rate. As shown in Table 11, if the real code rate is larger than 0.95, the MCS will not be used. The MCS indexed 18, 19 are not used and this case will cause the hop of MCS. In Table 11, the code rate 0.000 means that the real code rate is larger than 0.95 and the MCS index is not useful for UE. 
[bookmark: _Ref503528005]Table 11. MCS problem between real TBS and calculated TBS with quantization
	Slot configuration
	Slot format 0: Downlink only slot

	Typical case: MU
	Case1: without SSB and CSI-RS
	Case 2: Without SSB;
with CSI-RS

	PDSCH OFDM_symbols_scheduled
	14
	14

	DMRS RE/RB
	8
	8

	PDCCH CCE
	4
	4

	CSI-RS RE/RB
	0
	8

	Xoh
	0
	0

	RE/RB: X
	160
	160

	Real RE/RB
	159 
	151 

	Quantization RE/RB: Y
	156
	156

	MCS Index
	27
	27

	RB_NUM
	273
	273

	Layer number
	4
	4

	Error of quantization RE
	-1.9%
	3.3%

	The peak rate TBS with quantization REs
	1278 
	1213 

	The peak rate TBS with real REs
	1278 
	1213 

	Error of TBS
	0.0%
	0.0%

	MCS index
	Real code rate for Case 1
	Real code rate for Case 2

	27
	0.000 
	0.000 

	26
	0.000 
	0.000 

	25
	0.000 
	0.000 

	24
	0.920 
	0.000 

	23
	0.880 
	0.939 

	22
	0.820 
	0.875 

	21
	0.781 
	0.833 

	20
	0.740 
	0.790 

	19
	0.000 
	0.000 

	18
	0.907 
	0.000 

	17
	0.854 
	0.911 

	16
	0.787 
	0.839 

	15
	0.734 
	0.783 

	14
	0.680 
	0.726 



[bookmark: OLE_LINK41]According to the above analysis, the current quantization is not suitable for TBS determination in some cases. 
[bookmark: OLE_LINK55][bookmark: OLE_LINK56]Observation: The current quantization is not suitable for TBS determination in some cases.

Moreover, the TBS determination without quantization is more suitable for data transmission in some cases. Whether quantization is needed or not and how to quantize should be further studied. Besides, regarding the configuration of, considering the dynamic time-frequency resource allocation for data transmission, if only one value is configured by semi-static signaling, there will be a big gap between the number of resource elements used for TBS calculation and the actual available number of resource elements. Therefore, the quantization and configuration of overhead values should be further studied.
[bookmark: OLE_LINK12][bookmark: OLE_LINK327][bookmark: OLE_LINK328][bookmark: OLE_LINK333]Proposal 7: For TBS calculation, the quantization and configuration of overhead values should be further studied.
[bookmark: _Ref129681832]Conclusion
According to the above discussions, we have the following observation and proposals:
Observation: The current quantization is not suitable for TBS determination in some cases. 

Proposal 1: If , then
· 
The last virtual (physical) RB bundle in the carrier bandwidth part contains  virtual (physical) RBs
· The single null is inserted in the first row of the last column of the interleaver matrix and is ignored when read out.
Proposal 2: 7 bits used for time-domain resource allocation in higher layer signaling should be considered.  
Proposal 3: For DL fallback DCI, the time domain resource table should be predefined as following:
	index
	K0
	start
	Length
	PDSCH mapping type

	0
	0
	0
	2
	Type B

	1
	0
	0
	4
	Type B

	2
	0
	0
	7
	Type B

	3
	0
	0
	13
	Type A


Proposal 4: For UL fallback DCI, the time domain resource table should be predefined as following:
	index
	K2
	start
	Length
	PDSCH mapping type

	0
	2
	0
	2
	Type B

	1
	2
	0
	4
	Type B

	2
	2
	0
	7
	Type B

	3
	3
	1
	12
	Type A



Proposal 5: The time domain resource allocation table with different number of rows should be configured for different non-fallback DCI formats.
Proposal 6: For grant-based DL or UL transmissions, a TB can span multiple slots without repetitions.
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Proposal 7: For TBS calculation, the quantization and configuration of overhead values should be further studied.
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[bookmark: OLE_LINK46][bookmark: OLE_LINK47]Appendix A - System level simulation assumptions
Table 12. System level simulation assumptions
	Attributes
	Descriptions

	Carrier frequency
	2.1GHz

	Simulated bandwidth
	10MHz

	ISD
	500m

	Antenna configuration
	BS: 4T4R; UE: 2T2R

	UE distribution
	80% indoor(3km/h), 20 outdoor(30km/h, all in car)

	Traffic Model
	(1) Full buffer
(2)  FTP3 (Packet size = 0.1Mbytes / 0.5Mbytes), 

	Transmission scheme
	CL-MIMO

	UE receiver noise figure
	9 dB

	Handover margin (for calibration)
	0 dB

	HARQ scheme
	IR with up to 3 retransmissions

	OLLA
	10% BLER target for first transmission

	PHY abstraction
	Channel coding with Turbo and up to 256 QAM

	SINR calculation
	EESM

	Scheduler
	Proportional Fair and Sub-band (5RBs per RBG) based scheduling

	MU-MIMO
	RANK1 per UE, Max 4 streams

	UE attachment
	Based on RSRP from CSI-RS port 0

	CSI Feedback
	PMI (Reuse LTE-A  codebook), CQI, 5ms

	HARQ timing
	N+4

	Receiver
	MMSE-IRC

	Evaluation metric
	Cell average Spectrum efficiency, [5%,50%] User perceived throughput
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